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RESUMEN
El Abandono Escolar se considera como uno de los factores con mayor desafio a ser
superados por su persistencia debido a varios factores en el sistema educativo del Ecuador, siendo
un determinante en el desarrollo socioecondmico del pais. Esta investigacion se centra en la
evolucion del abandono escolar ecuatoriano en el periodo 2009-2025 y proyecciones hasta el afio
2030. El estudio emplea técnicas de Machine Learning para identificar patrones criticos y

determinantes tales como variables geograficas y poblacionales.

La metodologia para emplear se enfoca en la recopilacion de datos historicos reales, el
preprocesamiento de variables requeridas y el entrenamiento de modelos predictivos para estimar
las tasas de abandono futuro. Los resultados preliminares obtenidos en el desarrollo nos permiten
observar factores como la ubicacion geogréfica, la temporalidad y otros que se detallan
perfectamente, siguen siendo de suma importancia para las predicciones a llevarse a cabo,
mientras que las proyecciones a generar al 2030 permiten anticipar escenarios considerados de
riesgo para la toma de decisiones preventivas, si asi lo fuera necesario, mediante el uso de una
herramienta tecnoldgica potente y valiosa que conlleva al analisis de cada una de las variables a

estudiar y discernir aquellas que no aporten al presente estudio o a sus objetivos planteados.

Los resultados, permitiran llegar a conclusiones que sefialen donde hay un posible

deterioro fuerte o débil en las tasas de abandono escolar que reflejen la realidad del Ecuador.

Palabras Clave: desercion escolar, aprendizaje automdtico, proyecciones, variables educativas,
modelos predictivos.
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ABSTRACT
School dropout is considered one of the most challenging factors to overcome due to its
persistence within the Ecuadorian educational system, acting as a key determinant in the country's
socioeconomic development. This research focuses on the evolution of school dropout in Ecuador
during the 2009-2025 period, including projections up to the year 2030. The study employs
Machine Learning techniques to identify critical patterns and determinants, such as geographical

and population variables.

The methodology focuses on the collection of real historical data, the preprocessing of
required variables, and the training of predictive models to estimate future dropout rates.
Preliminary results obtained during the development phase indicate that factors such as
geographical location, temporality, and others described in detail remain of paramount importance
for the predictions. Furthermore, the projections generated for 2030 allow for the anticipation of
risk scenarios, facilitating preventive decision-making through a powerful and valuable
technological tool. This tool enables the analysis of each variable studied, discerning those that do
not contribute to the current study or its established objectives. Finally, the results will lead to
conclusions that pinpoint areas of strong or weak deterioration in dropout rates, reflecting the

educational reality of Ecuador.

Keywords: school dropout, machine learning, projections, educational variables, predictive
models.
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CAPITULO 1

1. INTRODUCCION

1.1. Definicion del proyecto
Construccion de un modelo predictivo mediante técnicas de machine learning para la

proyeccion de las tasas de desercion escolar de Ecuador en el Periodo (2009-2025)

Desarrollo de modelo de prediccion para determinar el abandono escolar mediante técnicas

de ML

1.2. Justificacion e importancia del trabajo de investigacion

En lo referente a la educacion se considera un tema relevante, ya sea, de manera nacional
como internacional. Las instituciones y gobiernos hacen su esfuerzo para colocar a la educacion
como un derecho primordial. La educacién es un pilar fundamental para el bienestar de los seres
humanos en cualquier &mbito, de forma que puedan adquirir conocimiento y las destrezas

necesarias para el desempefio eficiente en sus actividades profesionales y personales.

En los dos ultimos afios el modelo de ensefianza en todo el mundo se ha transformado
como consecuencia de la pandemia por COVID 19, a nivel general todos los paises tuvieron que
suspender sus actividades educativas de manera presencial y una gran mayoria optaron por incurrir

en la educacion de forma virtual. (Arteaga-Hernandez, 2024)

La desercion escolar se ha consolidado como una problematica central dentro del &mbito
educativo debido a su impacto en la continuidad formativa y en las oportunidades de desarrollo
social y laboral de los estudiantes. Su persistencia evidencia desigualdades estructurales y brechas
de acceso que afectan a gran parte de la poblacion estudiantil, especialmente en contextos
vulnerables. Por ello, investigar el fendémeno resulta indispensable para comprender su origen,

evolucion y las alternativas que permitan disminuirlo, siendo la permanencia escolar un
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componente clave para garantizar un proceso educativo efectivo y equitativo. (UNESCO, s.f. (sin

fecha))

Desde el plano conceptual, la desercion se define como el abandono anticipado de la
educacion formal antes de culminar el grado o nivel esperado, lo cual interrumpe el progreso
académico del estudiante (UNESCO). Este abandono puede manifestarse como una separacion
temporal o como una desvinculacion definitiva del sistema. En lugar de interpretarse como un
hecho repentino, la desercion se reconoce como un proceso gradual y acumulativo, donde el
estudiante experimenta sefiales previas que reflejan su distanciamiento del entorno escolar. Dichas
sefales suelen relacionarse con el bajo desempefio, la inasistencia continua, el desinterés y la falta

de integracion en la dindmica institucional (Rumberger, 2011)

En América Latina la pandemia provoco varios efectos, como consecuencia los gobiernos
adoptaron medidas para mantener un distanciamiento social y asi evitar los contagios masivos,
dadas las circunstancias, las instituciones educativas y los métodos de ensefianza tradicionales
sufrieron un gran cambio, orientando su manera de impartir clases hacia la educacion virtual, que
mas alla de generar una solucion provoco el surgimiento de grandes dificultades, haciendo notar el
déficit en infraestructura tecnoldgica y el desconocimiento de las nuevas tecnologias de la

informacion (TIC). (Arteaga-Hernandez, 2024)

Bajo este contexto el problema global que afronta la educacion ecuatoriana en tiempos de
pandemia es la desercion estudiantil. La educacion ha presentado este problema varias décadas
atras, y con la llegada de la pandemia se elevo este indice de una manera descontrolada. (Gomez-
Ramirez)La desercion es una problematica que lleva al fracaso en todos los ambitos del ser
humano, sea personal o institucional, debido a que influye en la autoestima y el desempefio en la

sociedad impidiendo el desarrollo econdmico y social.
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Varias investigaciones han puesto en evidencia la problematica que se suscita con la
educacion, durante el cese de las actividades escolares de forma presencial, se calcula que
aproximadamente unos 1700 millones de estudiantes dejaron de ir definitivamente a la escuela a

nivel global (Prados, 2022)

Diversos estudios coinciden en que el abandono no responde Uinicamente a caracteristicas
individuales, sino que surge de la interaccion entre diversos factores. Segin Fortin et al. (2013),
tanto la realidad personal del estudiante como su contexto familiar y las condiciones de la
institucion educativa influyen en la continuidad o el retiro escolar. En la misma linea, Goémez y
Belmonte (2020) destacan que las tasas de desercion suelen ser mayores en territorios vulnerables,
donde las dificultades econdémicas y el limitado acceso a recursos educativos aumentan el riesgo
de abandono. De esta forma, la desercion se explica mejor desde una mirada multidimensional, en

la que confluyen variables sociales, pedagdgicas, econdmicas y emocionales.

Concebir la desercion como un proceso que avanza gradualmente permite entender que
muchos casos pueden evitarse si se actia a tiempo. Tradicionalmente, la intervencion se realizaba
una vez que el estudiante ya habia dejado el sistema, lo cual reduce notablemente la posibilidad de
revertir la situacion. Bajo un enfoque actual, se prioriza la deteccion temprana del riesgo,
favoreciendo intervenciones oportunas que aumenten la permanencia y el éxito escolar.

(Rumberger R. , 2011) (UNESCO)

Comprender los factores importantes asociados con la desercion estudiantil es fundamental
para las instituciones y los estudiantes. Las instituciones tienen la responsabilidad de ayudar a los
estudiantes a tener éxito. Las altas tasas de desercion indican que muchos estudiantes no reciben el
apoyo que necesitan, ya sea académico o financiero. Detectar estos factores puede permitir a las
instituciones actuar de forma temprana para controlar o reducir las tasas de desercion, ayudar a los
estudiantes a continuar sus estudios y allanar el camino hacia mejores perspectivas personales y

profesionales.
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Investigaciones para predecir el abandono escolar se han centrado en el uso de técnicas de
aprendizaje automatico para lograr una mejor precision en las predicciones y encontrar factores
que afecten al riesgo de abandono. Algunos estudios utilizaron modelos de aprendizaje automatico
para analizar datos de una o varias instituciones especificas, mientras que otros adoptaron un
enfoque meta-analitico y examinaron la literatura existente para identificar los factores mas

comunes (Romero, 2025)

El incremento de datos académicos disponibles —calificaciones, asistencia, participacion,
registros socioecondmicos y uso de plataformas digitales— facilita la integracion de soluciones
analiticas mas precisas. Con ello, se fortalecen los Sistemas de Alerta Temprana (EWS), los cuales
han demostrado ser un medio efectivo para identificar estudiantes en riesgo y prevenir el
abandono antes de que ocurra (UNESCO, 2021). Por tanto, la construccion de modelos predictivos
resulta relevante no solo a nivel investigativo, sino como una herramienta practica con alto
potencial para mejorar indicadores educativos, promover la equidad y garantizar trayectorias

formativas continuas.

Es importante conocer las tasas de desercion estudiantil en las diferentes provincias del
Ecuador, tomando en cuenta el tipo de institucion educativa a la que pertenecen los alumnos, de

igual manera, conocer como influye el género y grado en la descension estudiantil.

1.3. Alcance

Geografico: El presente proyecto tiene como eje principal el estudio de los alumnos que se
han matriculado en las diferentes Entidades Institucionales del Ecuador, por region, que indique
un mayor nimero de alumnos que han desertado en un periodo determinado de tiempo, y de ello,
obtener la principal Provincia o provincias que sefalen cual ha sido el que mayor porcentaje de

abandono escolar generado.
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Temporal: El estudio que se llevara a cabo cuenta con datos emitidos por el Ministerio de
Educacion entre los anos 2009 al 2025, lo cual nos permite obtener informacion historica y
actualizada, con el fin de poder recabar una data valiosa y con un historial amplio de los
principales indicadores que representen la obtencion de excelentes estimadores para nuestro

estudio.

Poblacional: La muestra poblacional la podemos definir como el estudio de alumnos en
Ecuador que abarcan el periodo 2009 al 2025 en entidades Fiscales, Particulares, Fiscomisional y
Municipal en los primeros afios de educacion, siendo el enfoque, las mayores tasas de abandono

en determinadas provincial del pais.

Metodoldgico: Aplicacion de técnicas de Machine Learning con modelos de regresion
supervisados para la prediccion del abandono escolar. Desarrollo de un prototipo de modelo

predictivo basado en algoritmos como Random Forest, Redes Neuronales, etc.

Herramientas: Uso exclusivo de Python y sus respectivas librerias en el empleo de
modelos de Machine Learning, para la recoleccion, preprocesamiento, analisis de datos,

desarrollo, evaluacion de modelos y predicciones.

Modalidad: Una de las variables que abarca el data set es la modalidad, la cual es una de
las variables predictoras — categodrica la cual al tener varias clases no se realizara algln tipo de

filtro para no alterar los datos existentes.

1.4. Objetivos

1.4.1. Objetivo general
Analizar los factores determinantes del abandono escolar en Ecuador entre 2009 y 2025 a
nivel provincial, y desarrollar un modelo predictivo mediante técnicas de machine learning que

permita proyectar la probabilidad de desercion escolar.
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Desarrollar un modelo predictivo mediante técnicas de machine learning que permita
proyectar la probabilidad de desercion escolar en Ecuador a nivel de provincias mas importantes

como Quito Guayaquil y Cuenca entre 2009 y 2025.

1.4.2. Objetivo especifico

1. Identificar y sistematizar las principales variables relacionadas con el abandono escolar en
las diferentes provincias del Ecuador durante el periodo 2009-2025 emitidos por el
Ministerio de Educacion.

2. Realizar un analisis exploratorio y estadistico de los datos para determinar patrones,
tendencias y correlaciones entre las tasas de abandono escolar y los factores asociados en
cada provincia.

3. Disefiar y entrenar modelos predictivos de machine learning para estimar la probabilidad
de abandono escolar a nivel provincial.

4. Evaluar y validar los modelos construidos utilizando métricas de desempefio y seleccionar
el modelo mas adecuado para la proyeccion de escenarios futuros.4

5. Implementar un modelo predictivo que facilite la visualizacion por provincia de los

resultados obtenidos
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CAPITULO 2:

2. REVISION DE LITERATURA

1.1. Estado del Arte
La desercion escolar se ha consolidado como una problematica central dentro del &mbito
educativo debido a su impacto en la continuidad formativa y en las oportunidades de desarrollo
social y laboral de los estudiantes. Su persistencia evidencia desigualdades estructurales y brechas
de acceso que afectan a gran parte de la poblacion estudiantil, especialmente en contextos
vulnerables. Por ello, investigar el fendémeno resulta indispensable para comprender su origen,
evolucion y las alternativas que permitan disminuirlo, siendo la permanencia escolar un

componente clave para garantizar un proceso educativo efectivo y equitativo. (UNESCO, 2012)

Desde el plano conceptual, la deserciéon se define como el abandono anticipado de la
educacion formal antes de culminar el grado o nivel esperado, lo cual interrumpe el progreso
académico del estudiante (UNICEF & UNESCO Institute for Statistics, 2012). Este abandono
puede manifestarse como una separacion temporal o como una desvinculacion definitiva del
sistema. En lugar de interpretarse como un hecho repentino, la desercion se reconoce como un
proceso gradual y acumulativo, donde el estudiante experimenta sefiales previas que reflejan su
distanciamiento del entorno escolar. Dichas sefiales suelen relacionarse con el bajo desempetio, la
inasistencia continua, el desinterés y la falta de integracion en la dindmica institucional.

(Rumberger R. , 2011)

Diversos estudios coinciden en que el abandono no responde unicamente a caracteristicas
individuales, sino que surge de la interaccion entre diversos factores. Segiin (Fortin, 2023), tanto
la realidad personal del estudiante como su contexto familiar y las condiciones de la institucion
educativa influyen en la continuidad o el retiro escolar. En la misma linea, (Gémez-Ramirez)
destacan que las tasas de desercion suelen ser mayores en territorios vulnerables, donde las
dificultades econdmicas y el limitado acceso a recursos educativos aumentan el riesgo de
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abandono. De esta forma, la desercion se explica mejor desde una mirada multidimensional, en la

que confluyen variables sociales, pedagogicas, econdmicas y emocionales.

Concebir la desercion como un proceso que avanza gradualmente permite entender que
muchos casos pueden evitarse si se acta a tiempo. Tradicionalmente, la intervencion se realizaba
una vez que el estudiante ya habia dejado el sistema, lo cual reduce notablemente la posibilidad de
revertir la situacion. Bajo un enfoque actual, se prioriza la deteccién temprana del riesgo,
favoreciendo intervenciones oportunas que aumenten la permanencia y el éxito escolar. (UNICEF

& UNESCO Institute for Statistics, 2012)

En respuesta a esta necesidad, el uso de modelos predictivos se posiciona como una
herramienta estratégica para anticipar el abandono escolar. Mediante técnicas estadisticas y
algoritmos de aprendizaje automatico, es posible evaluar patrones de comportamiento, estimar la
probabilidad de desercion y establecer alertas preventivas, de manera que las instituciones puedan
tomar decisiones basadas en evidencia (UNESCO, 2021). Estas técnicas permiten priorizar
recursos, orientar tutorias, disefiar planes de acompafnamiento y, en ultima instancia, reducir la

pérdida estudiantil.

El incremento de datos académicos disponibles —calificaciones, asistencia, participacion,
registros socioecondmicos y uso de plataformas digitales— facilita la integracion de soluciones
analiticas mas precisas. Con ello, se fortalecen los Sistemas de Alerta Temprana (EWS), los cuales
han demostrado ser un medio efectivo para identificar estudiantes en riesgo y prevenir el
abandono antes de que ocurra. (UNICEF, 2017). Por tanto, la construcciéon de modelos predictivos
resulta relevante no solo a nivel investigativo, sino como una herramienta practica con alto
potencial para mejorar indicadores educativos, promover la equidad y garantizar trayectorias

formativas continuas.
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2.2. Marco Teorico

Fundamentos de Machine learning

Los términos inteligencia artificial, machine learning y deep learning son frecuentemente
usados como sindnimos sin embargo existe una clara distincion y jerarquia entre ellos (Lange,
2024) es importante resaltar que los métodos de machine learning corresponden a una parte de las
multiples estrategias que combinadas permiten extraer informacion, entender y sacar el méximo

provecho a los datos (Amat, 2020)

En los tltimos afos, la aplicacion de machine learning es de gran interés, ha
experimentado tal expansion, convirtiéndose en una disciplina que aplicada practicamente en
todos los &mbitos de investigacion académica e industrial. Cada vez mas personas se dedican a
esta disciplina dando como resultado un amplio repertorio de herramientas con las que, perfiles
con diferentes niveles de especializacion, pueden acceder a métodos predictivos potentes (Amat,

2020)

Machine Learning

Es importante analizar lo que es y no es, referentes a los métodos de Machine Learning,
principalmente clasificarse como un subcampo de la inteligencia artificial, aunque esta
categorizacion puede resultar engafioso a primera vista. A pesar de que el machine learning surgio,
sin duda de la investigacion en este contexto, las aplicaciones de los métodos de machine learning

en tratamiento de datos resulta mas util pensar como un medio para construir modelos de datos.

Fundamentalmente machine learning implica la construccion de modelos matematicos a
través de potentes algoritmos para ayudar a comprender los datos, por medio de este aprendizaje
los modelos se pueden ajustar automaticamente a través de parametros que se adaptan a los datos
observado, con los modelos ajustados a los datos previamente observados, se puede utilizar para

predecir y comprender aspectos de nuevas observaciones (VanderPlas, 2017)
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El campo de machine learning surgio en un entorno donde la disponibilidad de datos, los
métodos estadisticos, junto con la capacidad de procesamiento evolucionaron rapida y
simultdneamente, el creciente volumen de datos requirié mayor capacidad de procesamiento
impulsando a su vez el desarrollo de métodos estadisticos para analizar grandes conjuntos de
datos, creando un ciclo de avance que permiti6 la recopilacion de cada vez mas grandes e

interesantes (Lantz, 2013)

Machine learning y su proceso de trabajo

En términos generales un problema tipico de machine learning sigue los siguientes pasos:

Definicion del problema: necesitamos determinar exactamente cual es el problema antes de iniciar
aresolverlo, si es que es factible de resolverlo usando machine learning o no.

Recoleccion de datos: la recoleccion de datos debe estar basada en la definicion del problema, los
datos son un aspecto extremadamente importante por tanto deben ser recopilados con cuidado,
asegurandonos de tener datos que correspondan con los factores necesarios para nuestro analisis.
Preprocesamiento de datos: para que los datos sean mas ttiles deben ser depurados, incluyendo
tratamiento de valores atipicos, gestion de valores faltantes entre otros, lo cual permitira reducir
posibles errores de nuestro andlisis.

Desarrollo del modelo: en esta etapa podemos crear nuestro modelo de machine learning, que se
usara para resolver nuestro problema, el modelo usa los datos como entrada, realiza los calculos
respectivos y genera un resultado o salida a partir de ellos.

Evaluacion del modelo: Es fundamental evaluar nuestro modelo, verificando su precision, se debe
garantizar que el modelo funcione correctamente con cualquier conjunto nuevo de datos

proporcionado. (Silaparasetty, 2020)

Machine learning y tipo de datos

Segun (Silaparasetty, 2020), considerando el tipo de datos utilizados, tenemos dos tipos

principales de métodos de machine learning:
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e Aprendizaje supervisado: método que utiliza datos de etiquetados.

e Aprendizaje no supervisado: método que utiliza datos sin etiquetar.

La tabla 2.1 muestra algunas diferencias entre estos dos métodos de aprendizaje.

Aprendizaje supervisado

Aprendizaje no supervisado

Utiliza datos etiquetados.

No requiere un exceso de datos para lograr

precision.

La complejidad computacional es menor, es decir,

es mas simple.

Utiliza datos sin etiquetar.

Requiere un exceso de datos para lograr
precision.

La complejidad computacional es mayor, es
decir, es menos simple.

11

No encuentra patrones por si solo en un conjunto | Encuentra patrones por si solo en un conjunto de
de datos. datos determinado

Tabla 2.1: Diferencias entre aprendizaje supervisado y no supervisado

Cada método de aprendizaje cuenta con varios tipos de algoritmos, los cuales pueden
usarse para resolver un problema de machine learning. Describiremos las caracteristicas
principales de estos métodos de aprendizaje destacando el aprendizaje supervisado, es el cual es

utilizado en este trabajo.

Aprendizaje no supervisado

El aprendizaje no supervisado implica modelar las caracteristicas de un conjunto de datos
sin tener como referencia previa ninguna etiqueta, suele describirse esta caracteristica como:
“dejar que el conjunto de datos hable por si mismo". Tales modelos incluyen tareas como la

agrupacion en clusteres hoy la reduccion de dimensionalidad (VanderPlas, 2017)

Andlisis cluster: estos algoritmos identifican distintos grupos de datos, en funcion de sus

similitudes

Reduccion de dimensionalidad: los algoritmos buscan representaciones mas concisas de los

datos manteniendo su relevancia.
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Algunos de los algoritmos mas importantes usados en aprendizaje no supervisado son

(Géron, 2017):
o Clustering
o k-Medias
o Anadlisis Jerarquico de Agrupamientos (HCA)
o Maximizacion de Expectativas
o Visualizacion y reduccion de dimensionalidad
o Andlisis de Componentes Principales (PCA)
o Kernel PCA
o Incrustacion Localmente Lineal (LLE)
o Incrustacion Estocéstica de Vecinos con Distribucion T (t-SNE)
o Aprendizaje de reglas de asociacion
o A priori

o Eclat

Aprendizaje Supervisado

El aprendizaje supervisado es utilizado cuando se tienen variables que necesitamos
predecir usando otras variables. Situaciones como la regresion lineal, donde tenemos algunas
variables de entrada, por ejemplo, X, y se desea un modelo que prediga variables de salida (o

respuesta), y = f(x) (Mailund, 2017)

Una vez obtenido el modelo, puede utilizarse para aplicar etiquetas a datos nuevos y

desconocidos. Suele subdividirse a su vez en tareas de clasificacion y tareas de regresion, en la
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clasificacion, las etiquetas son categorias discretas, mientras que, en la regresion, son cantidades

continuas (VanderPlas, 2017)

Regresion y clasificacion

Tenemos dos tipos de aprendizaje supervisado: Regresion y clasificacion
Regresion

Principalmente se utiliza cuando la variable de salida buscada es un numero, mientras que

la clasificacion se utiliza cuando buscamos una variable categdrica (Mailund, 2017)

Consideramos la regresion lineal (ecuacion 2.1), es regresion porque la variable que
estamos tratando de buscar es un numero. La clase parametrizada de funciones, f0, son todas

lineales, matematicamente se describe:

y=ax + f3,otambién t =ax + 3 +¢ 2.1
Haciendo 6 =01, 00 y a =01, 8 = 00, entonces:

y(@) = f(x; ) = 01 (x) + 60 (2.2)

Ajustar un modelo lineal consiste en encontrar el mejor 6, donde mejor es considerado al 6
que acerca y(0) a t. En regresion lineal la medida de distancia utilizada es la euclidiana al

cuadrado.

ly® —t|" = T, :(6) — t)? 2.3)

Se utiliza la distancia al cuadrado en lugar de solamente la distancia principalmente por
una conveniencia matematica, de esta manera es mas facil maximizar 0, también relacionar la
interpretacion del término € distribuido normalmente se utiliza la distancia al cuadrado en lugar de

solamente a la distancia.
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Cuando ajustamos datos en una regresion lineal, esta distancia es la que se minimiza luego

se encuentran los parametros 6 que mejor ajustan los datos en el sentido de:
6 = argming g, Y, (6:(x) + 6, —t)* (2.4)

En el caso de la clasificacion se asume que los objetivos ti son binarios, pudiéndose
codificar como 0 y 1, las variables de entrada xi se mantienen como nimeros reales. Una forma
comun de definir la funcion f (-; 0) es mapear x al intervalo unitario [0, 1] e interpretar el resultado
de y(0) como la probabilidad de que t sea 1, se predice 0 si f(-; 0)<0.5y 1 si f(-; 6)>1, En

clasificacion lineal la funcion {0 puede tener la siguiente forma:
f(x;0) =0(01l(x) + 60) (2.5

En (2.5) o es una funcién sigmoidea, una eleccién comun de o es la funcion logistica:

0.Z —

(2.6)

1+e2!
En el caso de (2.6) el ajuste f (-; 6) se denomina regresion logistica.

Clasificacion

Clasificacion involucra la obtencion de modelos, mediante los cuales se ordena la
informacion en categorias, clases o valores discretos de acuerdo con las caracteristicas de los

datos, se asigna etiquetas predefinidas o los datos en funcion de las caracteristicas.

El objetivo de la clasificacion es predecir resultados especificos conocidos como etiquetas
de clase, analizando diferentes factores o caracteristicas discretas, también se requiere definir una

separacion clara entre los datos lo que se conoce como limite de decision (Chaturvedi, 2024)

Clasificadores lineales

En machine learning los clasificadores son los que identifican a que clase pertenece una

nueva observacion, la pertenencia a una clase se determina comparando una combinacion lineal de
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caracteristicas con una puntuacion (score). En dos dimensiones un clasificador lineal es una linea

con la forma funcional:
W1x1 + W2X2 =C (27)

La regla de clasificacion de un clasificador lineal consiste en asignar hago una clase

especifica si: wyx; + wyx, < cowixy +wyx, = C.

El algoritmo puede ser escrito de la siguiente manera:

n
puntuacion(Score) = z WXy
i=1

Si,Score < ¢ (2.8)
return + 1

else—1

Consideremos una caracteristica cuya ocurrencia sea ‘bueno’ o ‘malo’, analizando una
muestra si del caso de que del que x;= ‘bueno’, x, = ‘malo’, las correspondientes ponderaciones
son w; = +1yw, = —1, la puntuacion para este caso seria 1 * 1 + (—1) * 1 = 0. Sin embargo,
para otras muestras su puntuacion podria ser menor o mayor a cero. Podemos representar esta
caracteristica de bueno o malo junto con la puntuacion a través de la figura 2.4, lo que se conoce

como el limite de decision.

o — w3

o +]

bueno

Figura 2.6: Limite de decision lineal. Fuente: (Ghatak, 2017)
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El limite de decision lineal para estas dos entradas es la linea donde la puntuacion (score)
es cero, para el caso de dos entradas el limite de decision es un plano y para mas de 3 entradas es

un hiperplano. También existen los limites de decision no lineales.

o — w3

bueno

Figura 2.7: Limite de decision no lineal. Fuente: (Ghatak, 2017)

Modelos de clasificacion lineal

Un modelo de clasificacion lineal es aquel que se puede entrenar para predecir el signo de
la puntuacion dadas las entradas, usualmente el signo positivo se representa con factor de “1”

signo negativo con factor de “0”, se representa de la forma:

9 = sign(Score(x,)),
Score(x;) = wy + wyx;[1] + -+ wpxi[n] = wix;  (2.9)

En el caso de un hiperplano n-dimensional (figura 2.5) puede ser representado de la

siguiente manera:

Score(x1) = wg +wyx; + -+ wyx;

= ?zOthjxi (210)

= w'h(x;)

Interpretacion del Score
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La puntuacion wTh(x;) puede ser interpretada como la clase predicha, ademas se
relacionada con la probabilidad p(y = +1 | x, W), la clase predicha se puede vincular a una escala
probabilistica, por tanto, se puede predecir las probabilidades que van de 0 a 1, a partir de los
valores de las puntuaciones que van de —oo a +oo, por ejemplo, a través de una funcion de enlace
sigmoidea ‘g’:

P(y=+1|x,w) = gw"h(x))

Algoritmos de aprendizaje supervisado

Existen una gran variedad de algoritmos de machine learning que son utilizados en
diferentes areas del conocimiento, en esta seccion se realizard una descripcion de los algoritmos de
aprendizaje supervisado, qué son mas usuales o relevantes y algunos de los cuales se usan en este

trabajo.

Modelos lineales generalizados

Muchos modelos en la vida son modelos lineales generalizados (GLM) tales como:
regresion lineal multiple, analisis de covarianza (ANOVA), modelos basados en familias
exponenciales entre otros. Independientemente del tipo de datos que se desee analizar, para una
modelizacion correcta siempre es fundamental hacerse ciertas cuestiones en funcion de la variable
respuesta, homogeneidad de las condiciones de observacion, las variables que pueden explicar
algo sobre la respuesta, las respuestas a estas interrogantes son esenciales para saber por donde

abordar el andlisis de los datos (Martinez, 2001)

Adicionalmente cuando se corrobora la respuesta es necesario verificar la normalidad,
homogeneidad de varianza, linealidad de los efectos sistematicos, se propone como modelizacioén

el modelo lineal normal.

Y=XB+e (2.15)
Donde € ~ N(0,52I), de forma que:

EY)—u=Xp
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Var(Y;) = o?

Sin embargo, el mundo de los datos no es perfectamente normal en muchas ocasiones los
datos provienen de otras distribuciones que no pueden satisfacer los requerimientos del moderado

normal.

Los modelos lineales generalizados (GLM) son una alternativa justificada por la falta de
linealidad y homogeneidad de la varianza, Aqui las propiedades basicas de los estimadores como

puede ser la varianza son insensibles a las distribuciones asumidas dependiendo principalmente:

o Larelacion asumida entre media-varianza

o Grado de independencia/incorrelacion entre observaciones

Las hipotesis basicas de un modelo lineal generalizado son:

¢ Independencia entre las respuestas
e Larespuesta media cambia con las condiciones, pero no la forma funcional de la
distribucion.

e Larespuesta media, o alguna transformacion de ella cambian de modo lineal cuando las
condiciones cambien
Es como se trabaja con aquella distribucion de probabilidad y aquel funcional para el

cambio de la respuesta media de la variable observada, que mejora como de los datos.
Los modelos lineales generalizados (GLM) permiten especificar separadamente:

- la distribucion de los datos, o lo que es basico, qué es la relacion media-varianza
(Funcion de varianza)

- las relaciones de linealidad entre la respuesta media y los predictores (funcion link)
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Algunos elementos de un modelo lineal generalizado (GLM) son:

Las variables respuesta Y;,i = 1 .....,n, comparten la misma distribucion en la familia
exponencial.
Un conjunto de variables explicativas X y de parametros £5.

Una funciéon monétona llamada link, g() proporciona el predictor lineal 7.

gw) =1, = X'B (2.16)

con E(y;) = 1

Modelos Links

Normal Identidad U

Binomial Inverso  1/u

Poisson Inverso cuadratico 1/u?

Gamma Raiz cuadrada /i

Gaussiano inverso Exponencial (i + ¢;)¢?
Log log (1)
Logit log (15_;1
closlog log (—log (1))
probit o1 (W)

Tabla 2.2: Algunos modelos y links usuales en ajustes de GLM’s. Fuente: Martinez, 2001
Gradient Boosting Machine (GBM)

Gradient Boosting Machine (GBM) es un potente algoritmo de aprendizaje supervisado
que combina multiples aprendices débiles en un conjunto con un excelente rendimiento predictivo
(Friedman). Consideramos un problema de aprendizaje supervisado, con n ejemplos de
entrenamiento (x;,y;),i = 1.....,n, tal que x; es el vector de caracteristicas del i-ésimo ejemplo
en RP y y;€ R es una etiqueta (en un problema de clasificacion) o una respuesta continua (en un
problema de regresion). En la version cldsica de GBM (Friedman, 2001), la prediccion
correspondiente a un vector de caracteristicas x se da mediante un modelo aditivo de la forma:
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f(x) = Xm=1B;,b(67,)  (2.16)

Donde cada funcion base b(x; 7)€ R (también denominada funcién de aprendizaje débil) es
una funcion simple del vector de caracteristicas indexado por un parametro 7, y f; es el
coeficiente de la j-€sima funcion de aprendizaje débil. En este caso, f; y 7; = se eligen de forma
adaptativa para mejorar la fidelidad de los datos (segin una regla especifica). Entre los ejemplos
de funciones de aprendizaje débil cominmente utilizados en la practica (Hastie, Tibshirani, &
Friedman, 2008) se incluyen las funciones wavelet, las maquinas de vectores de soporte, los
arboles de decision de profundidad uno y los arboles de clasificacion y regresion (CART)
(Breiman, 2017), etc. Suponemos que el conjunto de funciones de aprendizaje débil es finito con
cardinalidad K; en muchos de los ejemplos mencionados, K puede ser exponencialmente grande,

lo que genera dificultades computacionales.

El objetivo del GBM es obtener una buena estimacion de la funcion f que minimice

aproximadamente la pérdida empirica:

= L f())  (2.17)

Donde, [(y;, f(x;)) es una medida de la fidelidad de los datos para la i-ésima muestra de la
funcién de pérdida [, que se supone diferenciable en la segunda coordenada. La version original
del GBM (presentada en el Algoritmo 1) puede considerarse como la aplicacion de un algoritmo
de descenso mas pronunciado para minimizar la funcion de pérdida (2.17). E1 GBM parte de un
modelo nulo f = 0y, en cada iteracion, calculamos un aprendiz débil que mejor se ajusta al
pseudo-residual actual (es decir, el gradiente negativo de la funcidon de pérdida sobre la

prediccion) r™, en términos de la pérdida por minimos cuadrados, como se indica a continuacion:

2
jm = arg minjE[K] mina Z?:l l (Tiz - ob(xi;rj)) (218)
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Donde [K] es una abreviatura del conjunto {1, ...., K. (En caso de empates en la operacion
"argmin", elegimos el que tenga el indice mas pequeno. Luego, afiadimos el jmth modelo débil al
modelo mediante una busqueda lineal. A medida que avanzan las iteraciones, el GBM genera una
secuencia de modelos {f™};,em (indexada por el nimero de iteraciones del GBM), donde cada
modelo corresponde a una determinada fidelidad de datos y complejidad/reduccion [10, 7]; en
conjunto, controlan el rendimiento del modelo fuera de muestra. La intencion habitual del GBM es
detenerse pronto, antes de acercarse al minimo del Problema (2.18), con la esperanza de que dicho

modelo genere un buen rendimiento predictivo.
Deep Learning

Una vez que el aprendizaje automatico despego6 en el mundo de la tecnologia, no hubo
forma de detenerlo. Cada dia, cada minuto, la gente empezaba a hacer nuevos descubrimientos y a
desarrollar modelos més nuevos que funcionaban mejor que los anteriores. Sin embargo, estos
modelos de aprendizaje automatico seguian sin ser lo suficientemente buenos. También eran
bastante eficaces. Pero simplemente no eran lo suficientemente eficientes. Eso fue hasta que se
logro desarrollar una técnica de aprendizaje automatico que ayudaria a una maquina a resolver
problemas por si misma y, por lo tanto, a resolver problemas extremadamente complejos con gran
precision. De hecho, esta técnica se popularizo tanto que ahora se la conoce como un area
independiente de la inteligencia artificial (aunque no esta separada del aprendizaje automatico).

Pronto se le dio el nombre de "Deep Learning" (Silaparasetty, 2020)

El aprendizaje profundo es una rama del aprendizaje automatico que utiliza redes
neuronales artificiales para ayudar a la maquina a analizar y responder a un problema especifico,
aunque es muy tentador pensar en el aprendizaje profundo como un area independiente de la
inteligencia artificial, definitivamente no lo es. Forma parte integral de la inteligencia artificial y

es un subconjunto del aprendizaje automatico.
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Artificial neural network

Una red neuronal artificial (RNA), o artificial neural network (ANN), es un modelo de
aprendizaje automatico inspirado en el funcionamiento del cerebro humano. Estd compuesta por
unidades de procesamiento llamadas neuronas artificiales o nodos, que estan organizadas en capas

interconectadas.

Algunos conceptos clave relacionados con las redes neuronales artificiales son los

siguientes (Berzal, 2019):

Neuronas Artificiales: cada neurona artificial es una unidad de procesamiento que toma
una serie de entradas, las procesa y produce una salida. Las entradas se multiplican por pesos, se

suman y se pasa el resultado a una funcion de activacion.

Funcion de activacion: introduce no linealidad en la red, permitiendo que las redes
neuronales aprendan relaciones y patrones complejos en los datos. Existen varias funciones de
activacion comunes utilizadas en las redes neuronales, entre las que se incluyen: Sigmoide, ReL.U,
Tangente Hiperbdlica, etc. La eleccion de la funcion de activacion depende del tipo de problema y
la arquitectura de la RNA. La funcion de activacion juega un papel fundamental en la capacidad

de la RNA para aprender y generalizar a partir de los datos de entrenamiento.

Capas: las neuronas se organizan en capas. Una red neuronal tipica consta de una capa de
entrada, una o mas capas ocultas y una capa de salida. Las capas ocultas permiten a la red

aprender representaciones intermedias y abstraer caracteristicas de los datos.

Conexiones: cada neurona en una capa esta conectada a todas las neuronas de la capa
anterior y a todas las de la capa siguiente. Estas conexiones tienen pesos que se ajustan (aprenden)

durante el proceso de entrenamiento.
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Entrenamiento: el entrenamiento de una red neuronal implica el ajuste de los pesos de las
conexiones para que la red pueda hacer predicciones precisas. Esto se hace utilizando algoritmos
de optimizacion y un conjunto de datos de entrenamiento que contiene ejemplos de entrada y las

salidas deseadas (etiquetas).

Funcion de Costo: la funcion de costo mide la discrepancia (error) entre las predicciones
de la red y las salidas reales (ground truth) en el conjunto de entrenamiento. El objetivo del

entrenamiento es minimizar esta funcion de costo.

Backpropagation: es un algoritmo utilizado para propagar el error desde la capa de salida

hacia atrés a través de la red, ajustando los pesos de las conexiones en funcidn del error cometido.

Arquitectura: las redes neuronales pueden tener diferentes arquitecturas, como redes
neuronales feed-forward redes neuronales recurrentes (RNN) y redes neuronales convolucionales

(CNN), cada una adaptada a tareas especificas.

Las redes neuronales artificiales se han destacado en una amplia gama de aplicaciones,
incluyendo el procesamiento de imagenes, el procesamiento de lenguaje natural, la vision por
computadora, la traduccion automatica, el reconocimiento de voz, la recomendacion de contenido

y muchas otras.

Su capacidad para aprender representaciones complejas y realizar tareas sofisticadas las ha
convertido en un componente esencial del campo de la inteligencia artificial y el aprendizaje

automatico.
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CAPITULO 3

3. DESARROLLO
3.1. Desarrollo del Trabajo

Enfoque general del desarrollo

Para el desarrollo de modelos de prediccion de tasas de abandono escolar se trabajo desde
un enfoque aplicado y experimental, basado principalmente en la construccion de un pipeline que
permite transformar los datos disponibles en una base estructurada, consistente y apta para el
entrenamiento de modelos de machine learning. De esta manera se enfoca en poder reproducir el
proceso, las transformaciones y la prevencion de sesgos que los diferentes modelos puedan tener,

evitando de esa manera errores que afectarian a los resultados obtenidos.

El desarrollo se basé en trabajar con datos historicos reales provenientes del Ministerio de
Educacion del Ecuador, correspondientes al periodo 2009-2025, los cuales se encontraban
distribuidos en multiples archivos y presentaban variaciones en estructura, nombres de columnas y
formatos de los registros. Esta es la razon por la que antes de una etapa de modelado fue necesario
aplicar un procedimiento de estandarizacion, limpieza y reorganizacion de los datos, con el
objetivo tener datos en una estructura fija para garantizar su coherencia y uso a lo largo del

tiempo.

Desde el punto de vista metodologico, el problema abordado corresponde a un escenario de
aprendizaje supervisado, en el cual la variable objetivo es la tasa de abandono escolar, calculada a
partir de registros de estudiantes promovidos y abandonos en base al total matriculado en un

periodo especifico.

El proceso completo de desarrollo se bas6 en una secuencia de etapas, donde cada fase
genera resultados para la siguiente. En esta seccion se muestran diferentes etapas como un

procedimiento, comenzando por la transformacion inicial del formato de los datos, la definicion
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del conjunto de entrenamiento y, finalmente, el entrenamiento y evaluacion de los modelos

predictivos, los cuales servirdn para generar un dashboard interactivo de informacion.

Transformacion y estandarizacion inicial de los datos

La primera etapa del desarrollo consistio en la transformacion del formato original de los
datos educativos con el fin de construir una base que permitiera su posterior analisis y modelado.
Los datos de entrada se encontraban almacenados en archivos de hojas de célculo, los cuales
presentaban diferencias en la ubicacion de los encabezados, en la denominacion de las columnas y

en la organizacion de la informacion por afio lectivo.

Para resolver esta diferencia de formato, se implement6 un procedimiento que permite
identificar dinamicamente la fila de encabezados correcta en cada archivo, utilizando un patrén de
lectura con tolerancia a fallos. Este procedimiento asegura que los datos puedan ser procesados
incluso cuando existen variaciones entre los archivos correspondientes a distintos periodos

académicos.

Una vez identificada la estructura valida de cada archivo, se procedi6 a la normalizacion de
las columnas, tales como afo lectivo, provincia, canton, area, sostenimiento, jornada y modalidad
educativa. Dado que estas variables aparecian con diferentes nombres o variantes ortograficas, se
defini6 un conjunto de claves posible y un se definié un nombre estandar para columna, lo que
permitido mapear automaticamente las columnas originales hacia un nombre estandarizado. Este
proceso garantiza la consistencia de las variables a lo largo de todo el conjunto de datos y reduce
errores que surjan a partir de diferencias en los nombres originales para todos los afios disponibles,

permitiendo manejar todos los datos de una manera mas sencilla.

Después, se identificaron las columnas relacionadas con la informacion de estudiantes, las
cuales incluyen separaciones por sexo, condicion académica (promovidos, no promovidos,

abandono, no actualizados) y etapa de estudios. Estas columnas fueron analizadas mediante
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patrones que permitieron extraer datos relevantes de cada columna, como el sexo del estudiante y

la etapa de estudio, facilitando su reorganizacion en un formato mas adecuado para el analisis.

Con el objetivo de preparar los datos para el modelado, se realizé una transformacion
desde un formato ancho (wide format), en el que cada condicion de estudiantes se encontraba
representada como una columna independiente, hacia un formato largo (long format). Esta
transformacion permitié consolidar la informacidn y posteriormente reconstruirla mediante
operaciones de agregacion que producen una representacion por aio, provincia, caracteristicas
institucionales y grado académico, definiendo de esta manera caracteristicas que serviran para el

entrenamiento de modelos.

Durante este proceso se aplicaron algoritmos de limpieza para manejar valores faltantes,
simbolos no numéricos y registros incompletos, asegurando que las variables cuantitativas
pudieran ser utilizadas sin introducir inconsistencias en los céalculos posteriores. Asimismo, se
verificd la coherencia entre los totales declarados y los totales calculados a partir de las distintas
categorias de estudiantes, priorizando los valores consistentes y descartando registros invalidos

como pueden llegar a ser valores nulos.

Como resultado de esta etapa, se obtuvo una base de datos agregada que incluye, para cada
combinacion de variables, el total de estudiantes, el nlimero de casos de abandono y la tasa de
abandono escolar correspondiente. Adicionalmente, se aplico una transformacion logaritmica de la
tasa de abandono, la cual se utilizara en etapas posteriores del modelado para estabilizar la

varianza y mejorar el comportamiento de ciertos algoritmos predictivos.

Esta base es el punto de partida del proceso de desarrollo del proceso posterior de
entrenamiento y analisis de modelos, ya que garantiza que los datos de entrada cumplan con los
requisitos de calidad, consistencia y estructura necesarios para un entrenamiento confiable de los

modelos de machine learning.
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Descripcion de las variables finales del conjunto de datos

El conjunto final de datos se encuentra organizado a nivel agregado, donde cada
observacion representa una combinacion especifica de afo, ubicacion geografica, caracteristicas
institucionales y grado educativo, junto con los indicadores cuantitativos relacionados con la

matricula y el abandono escolar.

A continuacion, se describen de manera detallada las variables que conforman la base final

utilizada en este estudio.

Aiio: Corresponde al afio de inicio del periodo lectivo, el cual sale a partir del campo
original de afio lectivo. Esta variable permite analizar la evolucion temporal del abandono escolar
y es fundamental para la construccion de series histdricas y para la definicion de los conjuntos de

entrenamiento, validacion y prueba en el proceso de modelado.

Provincia: Identifica la provincia del Ecuador a la que pertenece la institucion

educativa. Esta variable permite capturar diferencias geograficas en las tasas de abandono escolar.

Cantén: Representa el canton donde se ubica la institucion educativa. Su inclusion
aporta un nivel adicional de granularidad geografica, permitiendo identificar patrones locales de

abandono escolar dentro de una misma provincia.

Area: Indica el tipo de area en la que se localiza la institucion educativa, clasificada
como urbana o rural. Esta variable es relevante para analizar diferencias educativas relacionadas al

acceso a recursos, infraestructura y conectividad.

Sostenimiento: Describe el tipo de sostenimiento de la institucion educativa, como
fiscal, particular, fiscomisional o municipal. Esta variable permite evaluar diferencias estructurales

en el abandono escolar segun el tipo de unidad educativa.

Prediccion de Tasas de Abandono Escolar



28

Jornada: Representa la jornada académica bajo la cual se trabaja en la institucion,
por ejemplo, matutina, vespertina o nocturna. La jornada puede influir en el abandono escolar,

especialmente en los estudiantes que combinan estudio y trabajo.

Modalidad: Corresponde a la modalidad educativa o tipo de oferta académica. Esta
variable fue conservada en su totalidad sin aplicar filtros, debido a su caracter categdrico y a su

potencial valor predictivo dentro del modelo.

Grado: Identifica el grado o nivel educativo al que corresponde el registro. Esta
variable es fundamental para analizar la distribucion del abandono escolar a lo largo de la vida

educativa y detectar niveles criticos con mayor riesgo de desercion en algunas etapas del estudio.

Total: Indica el nimero total de estudiantes matriculados. Este valor se obtiene a

partir de la suma de las distintas variables tomadas en cuenta.

Promovidos: Representa la cantidad de estudiantes que aprobaron el periodo

académico correspondiente.

No Promovidos: Corresponde al nimero de estudiantes que no lograron la

promocion al siguiente nivel educativo.

Abandono: Indica la cantidad de estudiantes que abandonaron los estudios durante el

periodo analizado. El valor es el que se utiliza para calcular la tasa de abandono.

No Actualizados: Representa los registros de estudiantes cuyo estado académico no

fue actualizado en el sistema.

Tasa_Abandono: Es una variable continua que representa el porcentaje de
estudiantes que abandonaron el sistema educativo respecto al total de matriculados. Se calcula
como la division entre el nimero de casos de abandono y el total de estudiantes matriculados,

tomando valores en el rango [0, 1]. Es la variable que objetivo del problema.
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Tasa Log: Corresponde a la transformacion logaritmica de la tasa de abandono,
aplicada con el fin de estabilizar la varianza y mejorar el comportamiento estadistico de ciertos
modelos predictivos. Esta transformacion resulta especialmente ttil donde la tasa de abandono

tiene valores cercanos a cero.

Esta estructura de datos constituye la base sobre la cual se desarrollan las etapas
posteriores del modelado predictivo, incluyendo la seleccion de variables, la division del conjunto

de datos y el entrenamiento de los modelos de machine learning.

Construccion de la base de datos para el modelado predictivo y prevencion de la fuga de
informacion

Una vez obtenida la base de datos consolidada y transformada, se procedi6 a la
construccion de un conjunto de datos especifico para el modelado predictivo. Esta etapa tuvo
como objetivo principal garantizar que los modelos de machine learning fueran entrenados y
evaluados bajo las mismas condiciones, evitando la informacion que no estaria disponible en un
escenario de prediccion real. Esta es la razon por la que uno de los principales riesgos a mitigar
fue la fuga de informacion (data leakage), esto ocurre cuando el modelo accede, directa o

indirectamente, a datos del futuro durante su entrenamiento.

Para abordar este riesgo, el proceso de construccion de la base de modelado se disefio de
manera explicita como una etapa independiente del procesamiento general de los datos,
estableciendo una separacion clara entre la base completa y la base destinada al entrenamiento y

evaluacion de los modelos.

Separacion entre base consolidada y base de modelado

A partir de la base completa que contiene la totalidad de los registros historicos, se
seleccion6 un subconjunto de variables que serian utilizadas exclusivamente para el modelado
predictivo. Esta seleccion se realizé buscando incluir inicamente variables en el mismo periodo

lectivo o en periodos anteriores, excluyendo cualquier informacion que pudiera depender del
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resultado futuro del abandono escolar, como puede ser tal cual el nimero de estudiantes que

abandonaron.

La base de modelado conserva las variables temporales, geograficas, institucionales y
académicas descritas en la seccion anterior, junto con la variable objetivo-derivada como la tasa de
abandono. De esta manera se permite que los modelos aprendan patrones histéricos sin incorporar
datos que cambien la capacidad de generalizacion del modelo y que este tenga un sobre

entrenamiento.

Seleccion controlada de variables para el modelado

El conjunto de variables seleccionadas para la base de modelado incluye el afio lectivo, la
provincia, el canton, el 4rea, el tipo de sostenimiento, la jornada, la modalidad educativa y el grado
académico, ademas del total de estudiantes y la variable objetivo-relacionada con el abandono
escolar. Esta seleccion se basa en dos criterios: relevancia y disponibilidad durante todos los afios

disponibles y pensando en los proximos afios.

Definicion de conjuntos de entrenamiento, validacion y prueba

Con el fin de evaluar el desempefio de los modelos de manera objetiva, se implementd una
division temporal del conjunto de datos en tres subconjuntos: entrenamiento, validacion y prueba.
A diferencia de una division aleatoria tradicional, esta separacion se realizo en funcion del afio
lectivo, lo cual resulta mas apropiado en estudios con series temporales, de esta manera los

modelos toman en cuenta el afilo como una variable de entrenamiento mas.

Es asi que los registros correspondientes a los afilos mas antiguos se asignaron al conjunto
de entrenamiento, los afios intermedios a validacion y los afios mas recientes al conjunto de
prueba. Esta estrategia simula un escenario real de prediccion, en el cual el modelo se entrena con
informacion historica y se evalia con datos de periodos posteriores no observados durante el

entrenamiento.
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La asignacion explicita de cada registro a un subconjunto especifico permite un control de
la informacion durante el entrenamiento y la evaluacion, reduciendo el riesgo de fuga de datos y

proporcionando una estimacion mas realista de los modelos.

Control de tipos de datos y consistencia estructural

Como parte de la construccion de la base de modelado, se realizé una validacion adicional
de los tipos de datos de cada variable, asegurando que las variables temporales, categoricas y
numéricas se encuentren correctamente definidas. Este control est4 para evitar inconsistencias
durante el entrenamiento de los modelos y para garantizar la compatibilidad con los algoritmos de

machine learning utilizados.

Resultado de la etapa de construccion de la base de modelado

Como resultado de esta etapa, se obtuvo una base de datos especifica para el modelado,
estructurada, consistente y libre de fuga de informacion. Esta base constituye la base principal
para las etapas posteriores de entrenamiento, ajuste y evaluacion de los modelos de machine
learning, permitiendo que los resultados obtenidos reflejan de manera fiel la capacidad predictiva

de los modelos en escenarios reales.

Almacenamiento de la base

Al realizar todo lo necesario para obtener la base estructurada se optd por almacenar la
base en SQLite, esto dado que es mucho mas facil de cargar a los modelos y su gran portabilidad

lo que permite la ejecucion del entrenamiento en diferentes ambientes.

3.2. Procedimiento experimental

Analisis exploratorio de datos (EDA) y control de calidad

Una vez construida la base consolidada y la base especifica de modelado, se cre6 una etapa

de analisis exploratorio de datos (EDA) con el objetivo de comprender la estructura del conjunto
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de datos, identificar patrones relevantes, y verificar la calidad de la informacion antes de entrenar

los modelos predictivos.

Inspeccion del dataset

En primer lugar, se realizé una inspeccion general de la base almacenada en SQLite,
verificando dimensiones del dataset, tipos de datos por columna y estadisticas descriptivas
globales. Adicionalmente, se construy6 un perfil basico por variable que incluye nimero de
valores nulos y nimero de valores tnicos, lo cual permitid detectar variables categoricas de alta

cardinalidad y cuantificar el nivel de completitud de cada campo.

Figura 3.1

Descripcion de las columnas de la base.

Provincia Cantén Area Sostenimiento Jomada Modalidad Promovidos NoPromovidos Abandono  NoActualizados Tasa_Abandono

Nota. Elaboracion propia con datos procesados en Python

Como parte de esta inspeccion, se validé el rango temporal del conjunto de datos mediante
la identificacion del afio minimo y maximo disponibles, garantizando la cobertura historica

necesaria para el entrenamiento y evaluacion posterior.

Verificacion de unicidad por clave y consistencia logica

Posteriormente, se defini6 una clave compuesta basada en las variables contextuales y
temporales (provincia, cantdn, area, sostenimiento, jornada, modalidad, grado y afo), con el fin de
comprobar la existencia de duplicados a nivel de registro agregado. Esta verificacion fue utilizada
para determinar si existian combinaciones repetidas de la misma unidad de andlisis, lo que podria
distorsionar métricas agregadas y el aprendizaje del modelo.
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Figura 3.2

Descripcion de las columnas de la base.

Filas duplicada

Provincia Cantén Area Sostenimiento Jornada Modalidad Grado Anio Total Promovidos MNoPromovidos Abandono MNoActualizados Tasa Abandono

dtype: int64

Nota. Elaboracion propia con datos procesados en Python
Asimismo, se aplicaron reglas de consistencia sobre las variables numéricas, se realiz6 la
verificacion de que el total de estudiantes tenga sentido con la suma de las otras variables que lo
componen (promovidos, no promovidos, abandono y no actualizados). De esta manera se
garantiza que la variable objetivo (tasa de abandono) esté calculada sobre bases numéricamente
consistentes. Adicionalmente, se comprobd que la tasa de abandono se encuentre dentro del rango

tedrico valido [0, 1].
Andlisis exploratorio de distribuciones y patrones temporales

Con el fin de comprender el comportamiento estadistico de las variables numéricas, se
generaron histogramas para variables de total de estudiantes matriculados y sus componentes, asi
como para la tasa de abandono. Este analisis permiti6 observar asimetrias, concentraciones en

valores bajos y dispersion por magnitud del total de estudiantes.
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Figura 3.3

Histograma de la tasa de abandono de todos los arios.

Histograma - Tasa_Abandono
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Nota. Elaboracion propia con datos procesados en Python

Al analizar el resultado de la Figura c se puede observar que hay una gran concentracion de
valores de tasa de abandono cercanas al 0, esto se debe principalmente a que los valores de tasa de
abandono no son altos, algo a tomar en cuenta para evitar que los modelos predigan siempre

valores bajos.

A nivel temporal, se construyo una serie global de la tasa de abandono promedio por afo,
permitiendo identificar tendencias histdricas y cambios relevantes en el comportamiento del

indicador.
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Figura 3.4

Grdfica de linea sobre tasa de abandono promedio por ario.

Tasa de abandono promedio por ano (global)
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Nota. Elaboracion propia con datos procesados en Python

Mediante esta grafica se puede observar la tendencia a la baja de la tasa de abandono que

se ha tenido al paso de los afios.

Complementariamente, se realizd una comparacion temporal por provincias con mayor
numero de estudiantes matriculados, con el proposito de identificar divergencias regionales y

potenciales patrones territoriales.

Prediccion de Tasas de Abandono Escolar

35



36

Figura 3.5

Grdfico de lineas de la tasa de abandono promedio por provincia con mayores matriculados
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Nota. Elaboracion propia con datos procesados en Python

También se evalu6 el comportamiento de la tasa de abandono en funcidn de categorias
institucionales (por ejemplo, sostenimiento, area y jornada) mediante graficos comparativos
(boxplots), lo cual facilité la identificacion de grupos con mayor dispersion o mayores medianas

de abandono.
Tratamiento de ceros y transformacion logaritmica de la variable objetivo

Durante el EDA se constato la presencia de una proporcion significativa de registros con
tasa de abandono igual a cero. Este comportamiento es relevante porque puede reflejar contextos
reales de bajo abandono (especialmente en grupos pequeiios) y no necesariamente errores de
registro, lo que sabe ser comun en datasets grandes. Sin embargo, desde la perspectiva del
modelado, una alta concentracion de ceros puede introducir sesgos o dificultar el ajuste de

modelos que asumen distribuciones aproximadamente normales.
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Por esta razon, se considerd la transformacion logaritmica de la variable objetivo mediante
log(1+Tasa Abandono) , generando la variable Tasa Log como objetivo alternativo. Esta
transformacion tiende a reducir la asimetria y estabilizar la varianza, lo cual resulta util para

ciertos enfoques predictivos.

Figura 3.6

Distribucion de tasa de abandono y tasa log

Distribucion original de Tasa_Abandono Distribucién log(1+Tasa_Abandono)
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Nota. Elaboracion propia con datos procesados en Python

Deteccion de valores atipicos (outliers)

Con el objetivo de identificar valores extremos que pudieran influir
desproporcionadamente en el entrenamiento, se aplicaron multiples criterios de deteccion de

outliers sobre la tasa de abandono:

1. Meétodo IQR global, para detectar valores extremos respecto a la distribucion general.

2. Me¢étodo IQR por provincia, para capturar valores atipicos considerando variabilidad

territorial.

3. Z-score por aio, para detectar extremos dentro de cada periodo, evitando comparar

anos con distribuciones diferentes.
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4. Isolation Forest usando variables numéricas seleccionadas, con el proposito de
identificar observaciones anomalas multivariadas (por ejemplo, combinaciones inusuales entre

matricula total y tasa de abandono).

En lugar de eliminar automaticamente estos registros, se optd por generar “banderas”
(variables binarias) y mantenerlos dentro del conjunto de datos, debido a que pueden representar
escenarios reales de alto abandono escolar. Esta decision permite entrenar modelos mas robustos, a

la vez que habilita analisis posteriores de sensibilidad o entrenamiento con y sin outliers.

Finalmente, para mantener trazabilidad y facilitar revisiones, los resultados del analisis de
outliers se almacenaron en tablas especificas dentro de SQLite: una tabla a nivel de fila con
banderas de outliers y puntajes de anomalia, y un resumen agregado por afio y variables
contextuales. Este registro constituye una evidencia reproducible del control de calidad aplicado

antes del modelado.

Sintesis de hallazgos relevantes para el modelado

En conjunto, el EDA permitio: confirmar la coherencia estructural del dataset, comprender
la evolucion temporal del abandono escolar, identificar diferencias relevantes por variables
institucionales y territoriales, justificar la incorporacion de una variable objetivo transformada
(Tasa_Log). Con base en estos hallazgos, el proceso avanza a la etapa de preparacion de variables

para entrenamiento y seleccion/entrenamiento de modelos predictivos.
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CAPITULO 4:
4. ANALISIS DE RESULTADOS

4.1. Pruebas de Concepto

Modelo 1: Modelo lineal regularizado (Ridge, Lasso y ElasticNet)

Objetivo del modelo

El primer modelo desarrollado corresponde a un modelo baseline lineal regularizado, cuyo
objetivo es establecer un punto de referencia inicial para la prediccion de la tasa de abandono
escolar. Este modelo permite evaluar hasta qué punto una relacion lineal entre las variables es
capaz de explicar el comportamiento del abandono escolar, antes de introducir modelos de mayor

complejidad.

El modelo se plantea como un problema de regresion supervisada, utilizando como
variable objetivo la tasa de abandono escolar. Con el fin de mejorar la estabilidad numérica y el

ajuste del modelo, el entrenamiento se realizo sobre la variable transformada

Tasa_Log = log(1 + Tasa_Abandono),

mientras que la evaluacion de resultados se efectud en la escala original de la tasa de abandono,
revirtiendo la transformacion mediante la funcidon exponencial. Esto ayuda a que el entrenamiento

del modelo sea mas preciso en valores bajos.

Este enfoque permite comparar los resultados con métricas directamente interpretables en

términos del indicador educativo original.

Preparacion de los datos para el modelo

El modelo se entreno utilizando la tabla base modelado, construida en las etapas previas
del desarrollo. Esta base ya incorpora una division temporal explicita de los datos en conjuntos de
entrenamiento, validacion y prueba, identificados mediante la variable split_set, lo que garantiza la

ausencia de fuga de informacion.
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Las variables predictoras utilizadas se agrupan en dos tipos:

Variables categodricas: provincia, canton, area, sostenimiento, jornada, modalidad y

grado.

Variables numéricas: total de estudiantes matriculados y afo lectivo.

Las variables categoricas fueron transformadas mediante codificacion One-Hot, mientras

que las variables numéricas fueron escaladas utilizando estandarizacion, dentro de un mismo
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pipeline de preprocesamiento. Este pipeline se ajusta inicamente con los datos de entrenamiento y

luego se aplica de forma consistente a los conjuntos de validacion y prueba.

Configuracion del modelo y estrategia de regularizacion

Se evaluaron tres variantes de modelos lineales regularizados:

Ridge Regression, que penaliza la magnitud de los coeficientes mediante

regularizacion L2.

Lasso Regression, que introduce regularizacion L1 y permite realizar seleccion

implicita de variables.

ElasticNet, que combina regularizacion L1 y L2, ofreciendo un compromiso entre

estabilidad y seleccion de variables.

Para cada uno de estos modelos se definié una grilla de hiperpardmetros, centrada
principalmente en el parametro de regularizacion a, y en el caso de ElasticNet, en el pardmetro

11 _ratio. El ajuste de hiperpardmetros se realizéo mediante Grid Search.

Validacion temporal y proceso de entrenamiento

El entrenamiento del modelo se llevo a cabo utilizando validacion cruzada, construido a

partir del afio lectivo. En este esquema, los datos se organizan en ventanas deslizantes de varios
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afnos, donde los primeros afnos de cada ventana se utilizan para entrenamiento y el ultimo afio para

validacion.

Esta estrategia nos sirve dado que se tiene un problema de prediccion temporal, ya que
respeta el orden cronolédgico de los datos. La métrica principal utilizada durante el proceso de
ajuste fue el error cuadratico medio (RMSE) sobre la variable transformada (Tasa_Log), utilizando

su version negativa para maximizar el desempefno durante la busqueda de hiperparametros.

Como resultado del proceso de ajuste, se seleccion6 automaticamente el modelo y la
configuracion de hiperparametros que ofrecieron el mejor desempeiio promedio en los folds

temporales.

Evaluacion del modelo en validacion y prueba

Una vez entrenado el mejor modelo lineal, se generaron predicciones para los conjuntos de
validacion y prueba. Las predicciones obtenidas en escala logaritmica fueron transformadas
nuevamente a la escala original de la tasa de abandono mediante la funcion exponencial inversa,

asegurando que los valores finales se encuentren dentro del rango valido [0, 1].

El desempefio del modelo se evalu6 utilizando las siguientes métricas en escala original:

Error cuadratico medio (RMSE)

Error absoluto medio (MAE)

Error porcentual absoluto medio (MAPE)

Coeficiente de determinacion (R2)

Estas métricas permiten analizar tanto la magnitud del error como la capacidad explicativa
del modelo. Los resultados muestran que el modelo lineal logra capturar tendencias generales del
abandono escolar, aunque presenta limitaciones para ajustar valores extremos o cambios abruptos

en la tasa de abandono.
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A continuacién se muestran los resultados obtenidos por el mejor modelo conseguido

mediante el Grid Search:

Métricas VALIDACION (escala original):
val rmse: 0.077458
val_mae: 0.033899
val _mape: 122.985117
val r2: 0.237884
clipped to [0,1]: 14219

Meétricas TEST (escala original):
test rmse: 0.073286
test mae: 0.031124
test mape: 101.584746
test r2: 0.220690
clipped to [0,1]: 14006

Modelo 2: Modelos tabulares basados en arboles (XGBoost)

Objetivo del modelo

El segundo modelado se orient6 a evaluar algoritmos no lineales para la prediccion de la
tasa de abandono escolar, con el fin de superar las limitaciones del modelo baseline lineal. Para
ello, se implementd un conjunto de modelos tabulares basados en arboles, utilizando variantes de
XGBoost con aceleracion por GPU. El objetivo es capturar relaciones complejas e interacciones
entre variables territoriales, institucionales y temporales que no pueden representarse

adecuadamente con un modelo lineal.

Al igual que en el baseline, se trabajo con la base base_modelado. El entrenamiento se
realizo sobre la variable transformada Tasa Log y la evaluacion se enfoco en métricas sobre la

variable en escala original Tasa Abandono.
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Preparacion de datos y particion temporal

La tabla base_modelado fue cargada desde SQLite y se aplicaron conversiones de tipo y

filtros minimos para garantizar consistencia:

Las variables categoricas se estandarizaron a tipo string.

Las variables numéricas (Total, Anio) y objetivos (Tasa Abandono, Tasa Log) se

convirtieron a formato numeérico, eliminando registros con valores faltantes.

Se restringié Tasa Abandono al rango valido [0, 1].

A diferencia del Modelo 1 (donde split_set ya venia definido), en este notebook se
construy6 nuevamente un esquema de particion temporal explicito por afio, con cortes definidos

para:

Entrenamiento: hasta el afio 2018
Validacion: 2019 a 2021
Prueba: desde 2022 en adelante

Esta estrategia asegura una evaluacion realista para proyeccion temporal, ya que el modelo
se entrena con afios historicos y se valida/prueba con afios futuros no observados durante el

entrenamiento.

Preprocesamiento de variables

Se utilizé un esquema de preprocesamiento comun para todos los modelos candidatos,

implementado mediante ColumnTransformer:

Categoricas: codificacion One-Hot con tolerancia a categorias no vistas, y salida

dispersa para reducir consumo de memoria.

Numéricas: escalado con StandardScaler para mantener compatibilidad con matrices

dispersas.
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Adicionalmente, se configur6 la codificacion One-Hot en float32 para optimizar
rendimiento en ambientes con grandes volumenes de categorias (por ejemplo, cantones o

modalidades con alta cardinalidad).

Modelos candidatos evaluados

Se definieron tres candidatos principales, todos basados en XGBoost y ejecutados con

GPU, representando estrategias distintas de aprendizaje:

1. RandomForest GPU (XGB con num_parallel tree): Random Forest usando multiples

arboles paralelos dentro de XGBoost.

2. GradientBoosting GPU (XGB estandar): arboles secuenciales, con ajuste de

profundidad, tasa de aprendizaje y numero de estimadores.

3. XGBoost GPU (DART): variante con dropout de arboles, orientada a mejorar

generalizacion en presencia de potencial sobreajuste.

Cada modelo se acompand de una cantidad de hiperparametros centrada en los principales

controladores de complejidad (por ejemplo, max_depth, learning_rate, rate_drop, n_estimators).

Estrategia de tuning: HalvingGridSearchCV con validacion temporal

Para optimizar hiperpardmetros con un costo computacional razonable, se utilizo
HalvingGridSearchCV, una estrategia de busqueda sucesiva que asigna recursos progresivamente
a los mejores candidatos. En este caso, el recurso controlado fue el nlimero de arboles

(n_estimators), explorando valores desde un minimo de 200 hasta un maximo de 1200.

La validacién cruzada se realizo con TimeSeriesSplit, garantizando que en cada split se
respete el orden temporal. La métrica utilizada para seleccionar el mejor modelo durante tuning
fue el RMSE (en el objetivo de entrenamiento), utilizando su version negativa para maximizar el

Score.
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Este disefio busca equilibrar eficiencia (menos combinaciones completas entrenadas),

consistencia temporal y robustez del modelo seleccionado.

Evaluacion del desempeiio en validacion y prueba

Una vez entrenado cada candidato con sus mejores hiperparametros, se generaron

predicciones para:

el conjunto de validacion (2019-2021),

y el conjunto de prueba (desde 2022).
Para cada uno se calcularon métricas clave:

RMSE

MAE

R
y se construy6 un leaderboard ordenado por val rmse, seleccionando como “mejor modelo” aquel
con menor error en validacion. Esta eleccion se alinea con el criterio de generalizacion temporal:

el modelo debe desempefiarse correctamente en afios inmediatamente posteriores al

entrenamiento.

Tabla 4.1. Mejores resultados del entrenamiento de los modelos

Modelo Parametros 6ptimos |RMSE MAE [R? (Val) RMSE MAE |R? Tiemp
(vVal) |(Val) (Test) |(Test) |(Test) |o (min)

RandomForest GPU  |colsample bynode=0.8, [0.07616 |0.03276|0.26315|0.07644 (0.03376(0.15209(1.56
(XGB) max_depth=6,
num_parallel tree=8,
subsample=0.632,
n_estimators=200

GradientBoosting_ GPU |learning_rate=0.06, 0.07491 (0.032840.28726|0.07350]0.03317{0.21609|0.26
(XGB) max_depth=6,
n_estimators=600
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XGBoost GPU (DART)

learning_rate=0.06,
max_depth=06,
rate_drop=0.0,
n_estimators=600

0.07499

0.03282

0.28566

0.07356

0.03315

0.21490

76.42

Nota: En la tabla se muestran los resultados del mejor modelo de cada tipo en cuanto a sus

diferentes métricas en los distintos conjuntos de evaluacion.

Como se puede ver en la Tabla X se puede ver que el modelo que obtuvo el mejor
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resultado es GradientBoosting, esta es la razon por la que es el candidato almacenado y con el que

se hace los siguientes pasos.

Persistencia del mejor modelo y trazabilidad de resultados

Con fines de reproducibilidad y despliegue, se implementa una estrategia completa de

persistencia:

Guardado del mejor estimador entrenado mediante joblib.

Generacion de un archivo de metadata en JSON que incluye:

algoritmo seleccionado,

hiperparametros 6ptimos,

numero de folds temporales,

rango de afios por split,

métricas finales en validacion y prueba,

y el leaderboard completo de candidatos evaluados.

Escritura en SQLite de:

una tabla de predicciones (validacion + prueba) cony truey y pred,

y una tabla con el leaderboard de métricas de la corrida.

Modelo 3: Red neuronal tabular (Embeddings + MLP) en PyTorch

Objetivo del modelo

El tercer enfoque de modelado incorpora una arquitectura de red neuronal profunda

disefiada especificamente para datos tabulares con alta presencia de variables categoricas. El
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objetivo es mejorar la capacidad predictiva respecto a modelos lineales y, potencialmente, respecto
a modelos basados en arboles, capturando relaciones no lineales e interacciones complejas entre

variables territoriales, institucionales y temporales.
El entrenamiento se realiza sobre la variable transformada:

Tasa_Log = log(1 + Tasa_Abandono),

mientras que la evaluacion se reporta en la escala original Tasa Abandono y restringiendo el

resultado final al rango valido [0,1].

Datos de entrada y particion temporal

El modelo utiliza la tabla base_modelado, almacenada en SQLite, la cual ya contiene la
variable split_set con particiones temporales definidas (train, val, test). Se aplican chequeos de

integridad para asegurar la existencia de las columnas requeridas y se estandarizan tipos:

Variables categoricas (Provincia, Canton, Area, Sostenimiento, Jornada, Modalidad,

Grado) convertidas a texto y normalizadas (por ejemplo, eliminando espacios).
Variables numéricas permitidas: Total y Anio.

Variable objetivo: Tasa Abandono (saneada a rango [0,1]) y su transformacion

Tasa Log.

La seleccion de variables se mantiene bajo la politica “sin fuga” al excluir componentes
que podrian estar directamente vinculados al calculo del abandono (por ejemplo, promovidos o
abandonos absolutos), utilizando tnicamente contexto y magnitud (Total) junto con la componente

temporal (Ano).

Arquitectura del modelo neuronal

La arquitectura propuesta corresponde a un modelo tabular hibrido:

1. Embeddings para categodricas: una capa de embedding por cada columna categorica.
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2. Normalizacion de numéricas: se aplica LayerNorm a las variables numéricas (Total y

Anio) para estabilizar el entrenamiento.

3. Red MLP: concatenacion de embeddings + numéricas normalizadas y posterior paso

por una red multicapa con activaciones ReLLU y regularizacion mediante dropout.

La configuracion principal del MLP incluye:

una capa densa inicial de 256 neuronas,

capas intermedias de 128 y 64 neuronas,

dropout (p=0.15) para mitigar sobreajuste,

y una salida escalar que representa la prediccion en espacio logaritmico (Tasa_Log).

Estrategia de entrenamiento y control de generalizacion

El entrenamiento se realiza con las siguientes decisiones técnicas:

Optimizador AdamW, que combina Adam con regularizacion por weight decay.

Funcion de pérdida: MSE sobre Tasa Log, favoreciendo estabilidad numérica.

Scheduler OneCycleLR, para ajustar la tasa de aprendizaje de manera suave y eficiente

a lo largo de las épocas.

Entrenamiento en GPU cuando esta disponible, con mixed precision (torch.cuda.amp)

para acelerar y reducir consumo de memoria.

Para prevenir sobre ajuste, se implementa early stopping con paciencia de 20 épocas,

reteniendo el mejor estado del modelo segun la pérdida en validacion.

Modelo 4: Modelo basado en embeddings preentrenados y redes neuronales profundas

Objetivo del Modelo
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En los modelos previamente evaluados, las variables categdricas de contexto educativo
(provincia, canton, area, sostenimiento, jornada, modalidad y grado) fueron representadas
mediante esquemas tradicionales como codificaciéon One-Hot o embeddings aprendidos desde
cero. Si bien estos enfoques permiten capturar informacion categorica, presentan limitaciones
cuando el nimero de categorias es elevado o cuando existen combinaciones poco frecuentes en los

datos.

Con el objetivo de explorar una representacion mas rica y semanticamente informativa del
contexto educativo, se propone un modelo que utiliza embeddings preentrenados basados en
transformadores. Estos embeddings permiten mapear combinaciones de atributos categoricos a un
espacio vectorial denso, donde relaciones de similitud entre contextos pueden ser capturadas de

forma implicita.

Este enfoque se inspira en avances recientes del procesamiento de lenguaje natural, donde
modelos entrenados sobre grandes volimenes de texto logran representaciones generales

reutilizables en tareas supervisadas posteriores.

Construccion de la representacion de entrada

Para cada observacion del conjunto de datos, las variables categoricas permitidas se
integran en una representacion textual estructurada, sin incluir variables que generen fuga de

informacion. Especificamente, se construye una cadena de texto que concatena:

Provincia

Canton

Area

Sostenimiento

Jornada
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Modalidad
Grado
Cada registro se transforma en una secuencia textual del tipo:

Provincia = ... | Cantén = ... | Area = ... | Sostenimiento = ... | Jornada = ... | Modalidad =

... | Grado = ...

Esta representacion textual se utiliza como entrada para un modelo SentenceTransformer
multilingtie, el cual genera un vector denso de dimension fija que resume el contexto categorico

completo de la observacion.

Adicionalmente, se incorporan variables numéricas de contexto permitidas (Total y Anio),
las cuales son estandarizadas y concatenadas a los embeddings textuales, conformando asi la
matriz final de entrada al modelo predictivo.

Arquitectura del modelo predictivo
Sobre la representacion combinada (embeddings textuales + variables numéricas), se

entrena una red neuronal multicapa (MLP) orientada a regresion. La arquitectura utilizada consta

de:

Una capa de entrada con dimension igual al tamafio del embedding mas las variables

numéricas.
Capas densas intermedias con activacion ReLU y regularizacion mediante dropout.

Una capa de salida lineal que estima directamente la tasa de abandono escolar en

escala original.

El modelo se entrena utilizando el optimizador Adam y la funcion de pérdida de error
cuadratico medio (MSE), incorporando early stopping basado en el desempefio del conjunto de

validacion para evitar sobreajuste.
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Este disefio permite que el modelo aprenda relaciones no lineales complejas entre

contextos educativos representados semanticamente y la tasa de abandono observada.

Estrategia de entrenamiento y evaluacion

El entrenamiento y la evaluacion del modelo respetan la particion temporal definida

previamente en el proyecto:

Conjunto de entrenamiento: afios historicos

Conjunto de validacion: afios intermedios

Conjunto de prueba: afios mds recientes

Esta estrategia garantiza que la evaluacion refleje un escenario realista de proyeccion

temporal, evitando que el modelo se beneficie de informacion futura.

Las métricas utilizadas para evaluar el desempefio incluyen:

RMSE (Root Mean Squared Error)

MAE (Mean Absolute Error)

MAPE (Mean Absolute Percentage Error)

R? (coeficiente de determinacion)

Todas las métricas se calculan en la escala original de la tasa de abandono, facilitando su

interpretacion desde el punto de vista educativo.

Modelo predictivo basado en LightGBM con variables rezagadas
Descripcion general del modelo

Una vez incorporadas las variables rezagadas que capturan la dindmica temporal del

abandono escolar, se emplea el algoritmo Light Gradient Boosting Machine (LightGBM) como

modelo predictivo principal para este enfoque.
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LightGBM es un método de ensemble basado en arboles de decision, optimizado para
manejar grandes volimenes de datos, variables categoricas y relaciones no lineales complejas. A
diferencia de los modelos lineales evaluados previamente, este algoritmo permite capturar
interacciones no explicitas entre variables territoriales, institucionales y temporales, lo cual resulta

especialmente adecuado para fenomenos educativos de naturaleza multicausal.

El modelo se entrena utilizando como variables explicativas:

Las variables categoricas de contexto educativo y territorial.

Las variables numéricas originales permitidas (afio y total de estudiantes).

El conjunto de variables rezagadas de la tasa de abandono y del tamafio de la poblacion

estudiantil, descritas en la seccidén anterior.

El objetivo del modelo es predecir la tasa de abandono escolar en escala original,

manteniendo el rango valido entre 0 y 1.

Esquema de entrenamiento y validacion

El entrenamiento del modelo sigue un esquema temporal estricto, consistente con los

enfoques anteriores:

Conjunto de entrenamiento: afios histoéricos hasta 2018.

Conjunto de validacion: periodo intermedio 2019-2021, utilizado para ajuste de

hiperparametros y parada temprana.

Conjunto de prueba: afios a partir de 2022, reservado exclusivamente para evaluacion

final.

Se emplea un mecanismo de early stopping sobre el conjunto de validacion, con el fin de

evitar sobreajuste y seleccionar automaticamente el nimero 6ptimo de iteraciones del modelo.
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Las variables categoricas se tratan de forma nativa por LightGBM, lo que permite
preservar su estructura sin necesidad de codificaciones expansivas, mientras que las variables

numéricas y rezagadas se incorporan directamente al proceso de entrenamiento.

Métricas de desempeiio

El desempefio del modelo se evalua mediante multiples métricas, tanto en validacion como

en prueba, con el objetivo de obtener una vision integral de su capacidad predictiva:

RMSE (Root Mean Squared Error): penaliza errores grandes y mide precision global.

MAE (Mean Absolute Error): mide el error promedio en términos absolutos.

MAPE (Mean Absolute Percentage Error): facilita la interpretacion relativa del error.

R? (Coeficiente de determinacion): cuantifica la proporcion de variabilidad explicada

por el modelo.

Modelo predictivo basado en CatBoost con variables rezagadas
Descripcion general del modelo

Sobre la base del conjunto de variables enriquecido con informacidon temporal mediante
rezagos, se evaliia un segundo modelo basado en CatBoost, un algoritmo de boosting de gradiente

disefiado especificamente para manejar variables categdricas de forma nativa.

CatBoost resulta particularmente adecuado en este contexto debido a dos caracteristicas

clave:

1. su capacidad para modelar relaciones no lineales complejas, y

2. sutratamiento interno de variables categoricas sin necesidad de transformaciones

explicitas como one-hot encoding.
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El modelo utiliza el mismo conjunto de predictores definido en el enfoque con lags,
integrando informacion histérica de la tasa de abandono, variaciones interanuales y tendencias

recientes, junto con las variables territoriales e institucionales.

El objetivo del modelo es estimar la tasa de abandono escolar en escala original,
manteniendo coherencia con los enfoques previos y permitiendo una comparacion directa de

resultados.

Esquema de entrenamiento y validacion

El entrenamiento del modelo CatBoost se realiza bajo un esquema de particion temporal

consistente, idéntico al utilizado en el modelo LightGBM con lags:

Entrenamiento: datos historicos hasta el afio 2018.

Validacion: periodo 2019-2021, utilizado para control del sobreajuste mediante parada

temprana.

Prueba: datos a partir de 2022, reservados para evaluacion final.

Se emplea un mecanismo de early stopping basado en el desempefio en validacion, lo que
permite seleccionar automaticamente el nimero 6ptimo de iteraciones y reducir el riesgo de

sobreajuste, especialmente relevante dado el uso de un nimero elevado de arboles.

Las variables categdricas son procesadas directamente por el algoritmo, mientras que las
variables numéricas —incluyendo los rezagos— se incorporan sin transformaciones adicionales,

aprovechando la robustez del modelo frente a escalas heterogéneas.

Métricas de desempeiio

El desempefio del modelo se evalua utilizando las mismas métricas definidas para los

modelos anteriores, tanto en validacion como en prueba:

RMSE, para medir la precision global penalizando errores grandes.
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MAE, para evaluar el error promedio absoluto.
MAPE, como indicador relativo del error.
R?, para cuantificar la proporcion de variabilidad explicada.

Los resultados obtenidos reflejan un desempefio competitivo dentro del enfoque basado en
lags, confirmando que la combinacion de informacion temporal y modelado no lineal permite

capturar mejor la estructura del fenémeno respecto a los modelos sin memoria historica.

Modelo XGBoost con variables rezagadas
Descripcion del modelo

Bajo el enfoque basado en variables rezagadas (lags), se entrena un modelo XGBoost
(Extreme Gradient Boosting) con el objetivo de capturar relaciones no lineales e interacciones

complejas entre:

las variables contextuales territoriales e institucionales (Provincia, Cantén, Area,

Sostenimiento, Jornada, Modalidad, Grado),
las variables numéricas permitidas (Total, Afo),

y las caracteristicas derivadas de rezagos (lags, diferencias y estadisticas de ventana)

construidas previamente sobre el panel.

Debido a que XGBoost no consume variables categéricas de forma nativa en su
implementacidn estandar, se aplica codificacion one-hot (OneHotEncoder) para las variables
categoricas. Esta transformacion se encapsula dentro de un preprocesador reproducible que se

guarda junto con el booster entrenado para asegurar trazabilidad y capacidad de despliegue.

El entrenamiento se realiza con parada temprana (early stopping) utilizando el conjunto de
validacion temporal, lo que permite seleccionar automaticamente el nimero 6ptimo de iteraciones

y controlar el sobreajuste.
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Esquema de validacion temporal

Se utiliza un esquema consistente con los experimentos previos:

Entrenamiento: hasta 2018

Validacion: 2019-2021 (para early stopping y seleccion de iteracion Optima)

Prueba: 2022 en adelante (evaluacion final)

Este disefio refleja condiciones realistas de proyeccion, ya que el modelo solo ve pasado

para predecir el futuro.

4.2.Analisis de Resultados
Modelo 1: Modelo lineal regularizado (Ridge, Lasso y ElasticNet)

En el conjunto de validacion, el modelo alcanz6 un error cuadratico medio (RMSE) de
0.0775 y un error absoluto medio (MAE) de 0.0339. Estos valores indican que, en promedio, la
diferencia absoluta entre la tasa de abandono real y la predicha se sitia alrededor de 3 a 4 puntos
porcentuales, lo cual resulta razonable para un modelo baseline lineal aplicado a un caso

complejo.

El coeficiente de determinacion obtenido (R? = 0.2379) sugiere que el modelo es capaz de
explicar aproximadamente el 24% de la variabilidad en la tasa de abandono dentro del conjunto de
validacion. Si bien este valor no es elevado, es consistente con la naturaleza exploratoria y de
referencia del modelo, y confirma que existe una relacion parcialmente lineal entre las variables

explicativas utilizadas y el comportamiento del abandono escolar.

Por otro lado, el MAPE elevado (122.99%) explica principalmente por la presencia de un
gran numero de registros con valores reales de tasa de abandono cercanos a cero, lo que
distorsiona la interpretacion de esta métrica. Por esta razon, el MAPE no se considera una métrica

robusta en este conjunto de datos.
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En el conjunto de prueba, el modelo mostré un desempefio ligeramente superior al
observado en validacion, con un RMSE de 0.0733 y un MAE de 0.0311. Esta reduccion del error
sugiere una buena estabilidad temporal del modelo y ausencia de sobreajuste significativo durante

el entrenamiento y el ajuste de hiperparametros.

El valor de R =0.2207 indica que el modelo explica aproximadamente el 22% de la
variabilidad en datos no observados durante el entrenamiento. La cercania entre los valores de R?
en validacion y prueba refuerza la consistencia del modelo y confirma que el desempefio

observado no es producto de un ajuste excesivo a los datos de entrenamiento.

El MAPE en prueba (101.58%), aunque menor que en validacion, contintia siendo elevado
por las mismas razones estructurales previamente descritas: una alta proporcion de registros con
tasa de abandono igual o cercana a cero. En este contexto, métricas basadas en errores absolutos

(RMSE y MAE) ofrecen una evaluacion més fiable del desempefio del modelo.

Prediccion de Tasas de Abandono Escolar



58

Figura 4.1

Comparacion entre la tasa predicha y tasa real del modelo

6 TEST: Real vs Predicho

0.6

Tasa predicha

Tasa real

Nota. Elaboracion propia con datos procesados en Python

Como se puede ver en la Figura X el modelo no obtiene muy buenos resultados ya que lo
comun es que ponga los valores de la tasa predicha en valores cercanos a 0, por lo que el modelo

no logra predecir de manera correcta los valores reales de tasa de abandono.

En conjunto, los resultados confirman que el modelo lineal regularizado cumple
adecuadamente su rol como modelo baseline. Su desempefio evidencia que existe una sefal
predictiva real en las variables contextuales e institucionales utilizadas, aunque la relacion entre
estas variables y la tasa de abandono no puede ser capturada completamente mediante un enfoque

lineal.
Las métricas obtenidas muestran que el modelo:
Presenta errores absolutos moderados.
Mantiene estabilidad temporal, con resultados comparables entre validacion y prueba.

Tiene capacidad explicativa limitada.
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Analisis de residuos y comportamiento del modelo
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Para profundizar en el analisis del desempefio, se evaluaron los residuos del modelo en el

conjunto de prueba. El andlisis incluy6 la inspeccion de la distribucion de los residuos, su relacion

con los valores predichos y la evolucion del error absoluto medio por afio.

Figura 4.2
Valores residuales vs valor predicho.
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Nota. Elaboracion propia con datos procesados en Python

Como se ve en la Figura 4.2 los resultados indican que los residuos se concentran

mayoritariamente alrededor de cero, lo que sugiere ausencia de sesgos sistematicos importantes.

No obstante, se observa una mayor dispersion en los extremos de la distribucion, particularmente

en registros con tasas de abandono elevadas o con bajo niimero total de estudiantes, lo cual es

consistente con las limitaciones inherentes a los modelos lineales.

El analisis por afio evidencia que el error medio no es constante en el tiempo, lo que

refuerza la importancia de considerar modelos més flexibles capaces de capturar relaciones no

lineales y cambios estructurales en el comportamiento del abandono escolar.

Interpretacion de coeficientes y relevancia de variables
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Una ventaja clave de los modelos lineales es su interpretabilidad. En este caso, se
analizaron los coeficientes del modelo entrenado para identificar las variables con mayor

influencia en la prediccion de la tasa de abandono (en escala logaritmica).

Figura 4.3

Comparacion de los coeficiente con mayor influencia en el modelo.

Top 20 coeficientes (mayor |coef]) - modelo lineal (target en log)
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cat__Grado_NoActualizadoSegundoAnoEGE
cat__Modalidad_A Distancia y Red Virtual
cat_ Grado_MoActualizadoPrimerAfiocEGE
cat__Meodalidad_Semipresencial y A Distancia
cat_ Grado_No Escelarizado
cat_Jornada_Vespertina y Noctuma
cat__Grado_PrimeraAfioBACH
cat__Provincia_MORONA SANTIAGO
cat__Grado_Post-Basico
cat__Grado_Menor3Afios
cat__Jornada_Matutina
cat__Jormada_Matutina y Vespertina
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Nota. Elaboracion propia con datos procesados en Python

Como se observa en la Figura 4.3 los coeficientes de mayor magnitud corresponden
principalmente a determinadas categorias de variables territoriales, institucionales y de nivel
educativo, lo que sugiere que el contexto geografico y el tipo de institucion desempeiian un papel
relevante en el comportamiento del abandono escolar. Esta informacion resulta valiosa como

insumo para el andlisis cualitativo y para la formulacion de politicas educativas focalizadas.

Analisis del proceso de ajuste de hiperparametros

Se exploraron los resultados completos del proceso de Grid Search, analizando la relacién
entre los valores del pardmetro de regularizacion y el desempefio del modelo. Este analisis

permitio verificar que el modelo presenta un comportamiento estable frente a diferentes niveles de
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penalizacion, y que el uso de regularizacion es fundamental para evitar sobreajuste en un conjunto

de datos con alta dimensionalidad derivada de la codificacion One-Hot.

Conclusiones del modelo baseline

El modelo lineal regularizado cumple adecuadamente su funcion como modelo baseline,
proporcionando un punto de referencia claro para la comparacion con modelos posteriores. Sus
principales fortalezas radican en su simplicidad, estabilidad e interpretabilidad; sin embargo, su
capacidad predictiva es limitada frente a relaciones no lineales y patrones complejos presentes en

los datos educativos.

En consecuencia, los siguientes modelos exploraran algoritmos mas flexibles, con el
objetivo de mejorar el desempefio predictivo manteniendo un equilibrio razonable entre precision

e interpretabilidad.

Modelo 2: Modelos tabulares basados en arboles (XGBoost)
Analisis de resultados del modelo seleccionado

El modelo tabular basado en arboles seleccionado como mejor candidato fue evaluado en
los conjuntos de validacion (2019-2021) y prueba (desde 2022), utilizando métricas calculadas en

la escala original de la tasa de abandono escolar.

En validacion, el modelo obtuvo un RMSE = 0.0749 y MAE = 0.0328, lo que indica un
error absoluto promedio cercano a 3.3 puntos porcentuales en la tasa de abandono. El coeficiente
de determinacion fue R* = 0.2873, lo cual implica que el modelo explica aproximadamente el 29%

de la variabilidad observada en la tasa de abandono durante el periodo de validacion.

En prueba, el modelo alcanz6 un RMSE = 0.0735 y MAE = 0.0332, con R>=0.2161.
Aunque el valor de R? disminuye respecto a validacion, las métricas basadas en error (RMSE y
MAE) se mantienen relativamente cercanas, lo que sugiere que el modelo conserva una estabilidad

temporal razonable al proyectarse hacia afios mas recientes.
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En términos comparativos frente al baseline lineal, el modelo tabular muestra una mejora

clara en validacion (especialmente en R?), lo que es consistente con la capacidad de los modelos

basados en arboles para capturar no linealidades e interacciones entre variables categdricas

territoriales e institucionales.

Analisis grafico y diagnodstico del modelo seleccionado

Ademas de las métricas numéricas, el desempefio del modelo se evalu6 mediante

visualizaciones diagndsticas, las cuales permiten identificar patrones sistematicos de error, sesgos

potenciales y estabilidad de las predicciones.

Tasa predicha

Figura 4.4

Grafico de tasa predicha vs tasa real (TEST)
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Nota. Elaboracion propia con datos procesados en Python

En la Figura 4.4 se puede contrastar el ajuste del modelo respecto a la diagonal ideal, el

gréafico de prueba evidencia que el modelo logra capturar el rango general de valores observados,

aunque tiende a presentar mayor dispersion en extremos mas cercano al 0. Este comportamiento es

consistente con la naturaleza del problema, en el cual existe una alta proporcion de valores
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cercanos a cero y un conjunto reducido de registros con tasas elevadas, que suelen ser mas

dificiles de predecir con precision.

Andalisis de residuales (TEST)
Figura 4.5
Residual vs valor predicho GradientBoosting

GradientBoosting_GPU(XGB) - TEST Residuales
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Nota. Elaboracion propia con datos procesados en Python

El diagndstico de residuales se evalué mediante el grafico Residual vs valor predicho, el

cual es util para detectar heterocedasticidad o sesgos sistematicos.

En este caso, la dispersion creciente con el valor predicho sugiere heterocedasticidad,
mientras que una tendencia clara arriba o abajo de cero indicaria sesgo, esto es especialmente
relevante porque, aun cuando RMSE y MAE reflejan buen desempeiio promedio, la estructura de

residuales no aleatoria indica oportunidades de mejora mediante variables adicionales o modelos

con mayor capacidad de generalizacion.
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Figura 4.6
Grafico de MAE por Ao

GradientBoosting_GPU(XGB) - MAE por afio (TEST)
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Nota. Elaboracion propia con datos procesados en Python

El grafico de la Figura 4.6 en el conjunto de prueba permite evaluar estabilidad temporal:
si el error se mantiene relativamente constante por afo, se sugiere que el modelo generaliza de
manera consistente; si hay picos, puede indicar cambios estructurales en el fendmeno educativo o

diferencias en la composicion de datos.

Este andlisis es valioso para un problema de proyeccion, ya que identifica periodos
especificos donde el modelo pierde precision y donde podrian requerirse estrategias adicionales,

como ajustes por cambio de régimen, variables externas o re entrenamiento periodico.
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Figura 4.7

Importancia de caracteristicas

GradientBoosting_GPU(XGB) - Top 20 importancias
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Nota. Elaboracion propia con datos procesados en Python

La Figura 4.7 permite identificar qué categorias territoriales, qué variables institucionales y

qué factores estructurales contribuyen mas al poder predictivo.

Conclusiones del enfoque tabular basado en arboles

El modelo tabular basado en arboles representa un avance metodologico respecto al
baseline lineal, al permitir capturar relaciones no lineales e interacciones entre variables
categoricas y numéricas. Los resultados cuantitativos muestran una mejora en el poder explicativo
durante validacion (R? = 0.2873) y un desempefio estable en términos de error absoluto y

cuadratico medio al pasar a prueba (RMSE = 0.0735, MAE = 0.0332).

El andlisis grafico complementa las métricas al revelar el comportamiento del modelo en
diferentes rangos de la variable objetivo, la estructura de los residuales y la estabilidad temporal
del error. Finalmente, la interpretacion basada en importancias de caracteristicas proporciona un
componente explicativo adicional, util para sustentar la relevancia de variables territoriales e

institucionales asociadas al abandono escolar.
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Con estos resultados, el modelo tabular se consolida como un candidato competitivo para
comparacion con modelos posteriores, manteniendo la ldgica de evaluacion temporal y

trazabilidad del pipeline.

Modelo 3: Red neuronal tabular (Embeddings + MLP) en PyTorch
Analisis de resultados

El desempefio del modelo neuronal tabular basado en embeddings y una red multicapa
(MLP) fue evaluado en los conjuntos de validacion y prueba utilizando métricas calculadas en la
escala original de la tasa de abandono escolar. Los resultados obtenidos evidencian una mejora

progresiva respecto a los modelos previamente evaluados.

En el conjunto de validacion, el modelo alcanz6 un RMSE de 0.0736 y un MAE de 0.0313,
lo que indica un error absoluto promedio cercano a 3.1 puntos porcentuales en la prediccion de la
tasa de abandono. El coeficiente de determinacion obtenido fue R? = 0.3290, lo que implica que el
modelo es capaz de explicar aproximadamente el 33% de la variabilidad observada en la tasa de

abandono durante el periodo de validacion.

Este incremento en el poder explicativo, respecto al modelo lineal y al modelo tabular
basado en arboles, sugiere que la arquitectura neuronal logra capturar de forma mas efectiva
relaciones no lineales e interacciones complejas entre las variables categoricas territoriales,

institucionales y las variables numéricas de contexto.

En el conjunto de prueba, el modelo mantuvo un desempefio consistente, con un RMSE de
0.0709 y un MAE de 0.0303, valores que representan una reduccion adicional del error absoluto
promedio frente a los modelos anteriores. El coeficiente de determinacion en prueba fue R* =
0.2704, lo cual indica que el modelo conserva una capacidad explicativa cercana al 27% en datos

no observados durante el entrenamiento.
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La cercania entre las métricas de validacion y prueba sugiere una buena estabilidad
temporal y ausencia de sobreajuste significativo, lo cual es especialmente relevante en un

problema de proyeccion educativa donde los patrones pueden variar a lo largo del tiempo.

Interpretacion comparativa de los resultados

Comparado con el modelo baseline lineal, el modelo neuronal tabular presenta una mejora
sustancial tanto en reduccion de error (RMSE y MAE) como en poder explicativo (R?). Frente al
modelo tabular basado en arboles, también se observa una ganancia moderada pero consistente,
particularmente en el conjunto de prueba, donde el modelo neuronal alcanza el menor RMSE y

MAE entre los enfoques evaluados hasta este punto.

Estos resultados sugieren que el uso de embeddings para variables categoéricas, en lugar de
codificaciones One-Hot, permite una representacion mas compacta y expresiva del contexto

educativo, especialmente en variables de alta cardinalidad como canton o modalidad.

Para interpretar el desempeiio del modelo de forma mas alla de las métricas agregadas, se

utilizan visualizaciones diagnosticas basadas en las predicciones:
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Figura 4.8

Tasa real vs tasa predicha en prueba
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Nota. Elaboracion propia con datos procesados en Python

La Figura 4.8 representa dispersion donde el alineamiento de puntos alrededor de la
diagonal y representa buena capacidad predictiva. La dispersion y los desvios sistematicos
permiten identificar sesgos, especialmente en rangos bajos (cercanos a cero) y en valores altos de
abandono. Mediante esta grafica se puede corroborar los valores de las métricas, ya que el modelo

aplicado no tiene los mejores resultados.

Modelo 4: Modelo basado en embeddings preentrenados y redes neuronales profundas
Analisis de resultados

El desempefio del modelo basado en embeddings preentrenados multilingiies y una red
neuronal multicapa fue evaluada sobre los conjuntos de validacion y prueba, utilizando métricas

calculadas en la escala original de la tasa de abandono escolar.

En el conjunto de validacion, el modelo alcanz6 un RMSE de 0.0758 y un MAE de 0.0352,

lo que indica un error absoluto promedio cercano a 3.5 puntos porcentuales en la estimacion de la
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tasa de abandono. El coeficiente de determinacion obtenido fue R? = (0.2883, lo que sugiere que el
modelo logra explicar aproximadamente el 29% de la variabilidad observada en los datos de

validacion.

En el conjunto de prueba, el modelo mostré un comportamiento consistente, con un RMSE
de 0.0718 y un MAE de 0.0319, reflejando una ligera mejora respecto al conjunto de validacion.
El valor de R? =0.2512 indica que el modelo mantiene una capacidad explicativa cercana al 25%
en datos no observados durante el entrenamiento, lo cual es relevante en un escenario de

proyeccion temporal.

El MAPE, tanto en validacion como en prueba, presenta valores elevados, lo cual se
explica por la presencia de observaciones con tasas de abandono cercanas a cero, donde pequenas
desviaciones absolutas generan errores porcentuales elevados. Por esta razon, el MAPE se

considera una métrica complementaria y se interpreta con cautela en este contexto.

Figura 4.9

Grdfico de tasa real vs tasa predicha
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Nota. Elaboracion propia con datos procesados en Python
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La Figura 4.9 permite evaluar visualmente la calibracion del modelo y la magnitud de las
desviaciones. En el conjunto de prueba, se observa una concentraciéon importante de puntos en
valores bajos de la tasa de abandono, lo cual es coherente con la distribucion real del fenomeno, se
puede ver que muchos de estos valores no corresponden a los reales, ya que este modelo sigue sin

poder diferenciar valores mas altos y los acumula cerca al 0.

Sintesis del desempeiio del modelo

En conjunto, los resultados indican que el modelo basado en embeddings preentrenados
ofrece un desempeno casi igual o peor que los otros modelos, con errores promedio y una
capacidad explicativa no muy buena del conjunto de prueba. La utilizacion de representaciones
semanticas densas permite capturar similitudes entre contextos territoriales e institucionales,

favoreciendo la generalizacion en combinaciones categoricas poco frecuentes.

Si bien el modelo no supera ampliamente a las redes neuronales tabulares entrenadas con
embeddings aprendidos desde cero, si demuestra que el uso de embeddings preentrenados
constituye una alternativa valida y conceptualmente solida para representar variables categdricas

complejas en problemas educativos de carécter territorial y temporal.

Cambio de enfoque: incorporacion de variables rezagadas (lags)
Motivacion del uso de informacion temporal

Los modelos evaluados previamente —basados en variables estaticas de contexto
institucional y territorial— mostraron una capacidad limitada para explicar lo valores de la tasa de
abandono escolar. Si bien capturan diferencias estructurales entre provincias, cantones y
modalidades educativas, estos enfoques no incorporan de manera explicita la dindmica temporal

del fendmeno.

El abandono escolar es un proceso que normalmente dependiente del tiempo, donde los

valores observados en un afio estan fuertemente condicionados por el comportamiento de afios
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anteriores. Ignorar esta dependencia temporal limita la capacidad predictiva del modelo y reduce

su sensibilidad ante cambios graduales o persistentes en el sistema educativo.

Por este motivo, se introduce un nuevo enfoque basado en variables rezagadas (lags), cuyo
objetivo es incorporar informacion histdrica directa de la tasa de abandono y del tamaio de la

poblacion estudiantil, manteniendo al mismo tiempo un disefo libre de fuga de informacion.

Definicion del panel temporal

Para construir las variables rezagadas, los datos se organizan como un panel temporal

definido por la combinacidn de las siguientes dimensiones categdricas:
Provincia
Canton
Area (urbana/rural)
Tipo de sostenimiento
Jornada
Modalidad
Grado

Cada combinacion de estas variables define una unidad homogénea de analisis, sobre la

cual se observa la evolucion anual de la tasa de abandono escolar.

La estructura del panel permite capturar trayectorias temporales especificas para cada

contexto educativo, evitando mezclar dindmicas de unidades no comparables.

Construccion de variables rezagadas

Sobre cada panel, se generan variables que resumen el comportamiento histérico reciente

de la tasa de abandono y del tamafio de la poblacion estudiantil. Estas variables se calculan
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ordenando cronoldgicamente los registros por afio y aplicando desplazamientos temporales que

garantizan que la informacion utilizada corresponde inicamente a afos anteriores.

Las variables construidas incluyen:

a) Rezagos de la tasa de abandono

Tasa de abandono con un afio de rezago, que representa el valor observado en el

periodo inmediatamente anterior.

Tasa de abandono con dos afios de rezago, que permite capturar persistencias de mas

largo plazo.

Estas variables introducen memoria explicita del sistema y permiten al modelo aprender

patrones de continuidad o reversion.

b) Cambios interanuales en la tasa de abandono

Diferencia interanual, calculada como la variacion entre el valor actual y el valor del

afio previo.

Esta variable captura aceleraciones o desaceleraciones en el abandono, permitiendo

identificar contextos donde la situacion mejora o empeora rapidamente.

¢) Promedio movil historico

Promedio movil de tres afios, calculado exclusivamente sobre valores pasados.

Este indicador suaviza fluctuaciones anuales y aporta una sefial de tendencia estructural,

especialmente util en contextos con alta variabilidad.

d) Rezagos y variaciones del tamaiio de la poblacion estudiantil

Total de estudiantes del afio previo.

Cambio absoluto interanual del total de estudiantes.

Cambio porcentual interanual, cuando el denominador lo permite.
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Estas variables permiten capturar efectos demograficos que pueden influir en la tasa de

abandono, como expansiones o contracciones del sistema educativo.

Control de fuga de informacion

Algo que se toma en cuenta en este nuevo enfoque es la prevencion de fuga de informacion
temporal. Todas las variables rezagadas se calculan utilizando exclusivamente valores anteriores al

afo objetivo de prediccion. En particular:

No se utilizan valores contemporaneos ni futuros para construir los predictores.

Los promedios moviles y diferencias se calculan sobre series desplazadas.

Las observaciones sin historia suficiente (por ejemplo, el primer afio de cada unidad

del panel) son excluidas del entrenamiento.

Este disefo garantiza que el modelo simula un escenario real de prediccion, donde solo se
dispone de informacion histdrica al momento de estimar la tasa de abandono de un afio

determinado.

Integracion con los modelos predictivos

Las variables rezagadas se combinan con las variables categoricas de contexto y el total de
estudiantes, conformando un conjunto de predictores enriquecido que incorpora tanto estructura

espacial como dindmica temporal.

Este conjunto de variables se utiliza de forma consistente en los modelos posteriores, lo

que permite:

Comparar distintos algoritmos bajo un mismo esquema de informacion.

Evaluar el impacto real de incorporar memoria temporal en el desempefio predictivo.

Evitar la repeticion conceptual de la construccion de lags en cada modelo individual.
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A partir de este punto, los modelos evaluados comparten esta base temporal comun y

difieren tinicamente en el algoritmo de aprendizaje utilizado.

Modelo predictivo basado en LightGBM con variables rezagadas

Los resultados obtenidos muestran una mejora clara respecto a los enfoques previos sin
informacion temporal, evidenciando que la incorporacion de lags aporta informacion relevante

para la prediccion del abandono escolar.

Figura 4.10
Grdfica valores reales vs predicho del modelo
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Nota. Elaboracion propia con datos procesados en Python

La Figura 4.10 muestra el resultado de la prediccion del modelo en el conjunto de

entrenamiento con respecto al valor real de la tasa.

Conclusiones del modelo LightGBM con lags
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El modelo LightGBM con variables rezagadas representa un cambio cualitativo respecto a

los enfoques anteriores, al integrar explicitamente la dimension temporal del fendmeno.

La mejora observada en las métricas y en los diagnosticos graficos sugiere que la dindmica
historica del abandono escolar es un componente esencial para su modelado. Este enfoque
establece una base so6lida para evaluar modelos adicionales que reutilizan la misma construccion

de lags, permitiendo comparaciones consistentes entre distintos algoritmos.

En las siguientes secciones se presentan otros modelos entrenados sobre este mismo
conjunto de variables rezagadas, con el objetivo de analizar si arquitecturas alternativas permiten

capturar aiin mejor la complejidad del proceso.

Modelo predictivo basado en CatBoost con variables rezagadas
Analisis grdfico de resultados

El andlisis cuantitativo se complementa con visualizaciones que permiten evaluar el

comportamiento del modelo en el conjunto de prueba.
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Figura 4.11

Valores reales versus valores predichos

TEST: Real vs Predicho (CatBoost + Lags)

1.0 1

0.8 A

Tasa predicha
o
o

o
»
L

0.2 1

0.0 4

0.'0 0.’2 0.’4 0.‘6 018 1.0
Tasa real

Nota. Elaboracion propia con datos procesados en Python

La Figura 4.11 de tasa de abandono real frente a tasa predicha muestra una alineacion
razonable de los puntos alrededor de la diagonal, lo que indica que el modelo logra reproducir

adecuadamente la relacion general entre valores observados y estimados.

Se observa una mayor dispersion en niveles elevados de abandono, fendémeno consistente
con la mayor heterogeneidad estructural de estos casos. No obstante, el modelo mantiene un ajuste

estable en la mayor parte del rango de valores.

Consideraciones sobre el modelo CatBoost con lags

El modelo CatBoost con variables rezagadas confirma la relevancia de incorporar
informacion histdrica directa en la prediccion del abandono escolar. En comparacién con enfoques
sin lags, se observa una mejora sustancial en la capacidad explicativa, mientras que frente a otros

modelos con lags ofrece un equilibrio adecuado entre flexibilidad y estabilidad.
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La capacidad del algoritmo para manejar variables categodricas de alta cardinalidad resulta

especialmente 1til en un contexto educativo con multiples dimensiones territoriales e

institucionales, reduciendo la necesidad de preprocesamientos complejos.

Conclusiones del modelo CatBoost con lags

El enfoque basado en CatBoost con variables rezagadas constituye una alternativa sélida
dentro de la familia de modelos temporales evaluados. Su desempefio confirma que la dinamica
historica del abandono escolar es un factor determinante y que los modelos de boosting son

especialmente adecuados para explotar esta informacion.

En conjunto con el modelo LightGBM con lags, este enfoque refuerza la evidencia
empirica a favor de incorporar memoria temporal explicita en la modelizacion del abandono
escolar. En la siguiente seccion se presenta el tltimo modelo evaluado bajo este mismo esquema

de lags, seguido de una comparacion global entre los distintos enfoques.

Modelo XGBoost con variables rezagadas
Analisis grafico y diagndstico del modelo

Se incorporan dos diagnosticos visuales para comprender el comportamiento del modelo

en prueba.
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Figura 4.12
Real vs Predicho en prueba

TEST: Real vs Predicho
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Nota. Elaboracion propia con datos procesados en Python

El grafico Tasa real vs Tasa predicha (TEST) permite inspeccionar la calibracion del

modelo:

Una concentracion cercana a la diagonal indica buena correspondencia entre

observaciones y predicciones.

Una dispersion creciente en valores altos sugiere mayor dificultad para estimar

escenarios de abandono elevado, tipicamente mas heterogéneos y con menor frecuencia.

Si se aprecia compresion hacia el centro (predicciones acumuladas en torno a un rango

estrecho), puede interpretarse como un sesgo hacia la media.

Este grafico es clave para identificar desviaciones sistemdticas como sobreestimacion de

valores bajos o subestimacion de valores altos.
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Conclusion del modelo XGBoost con lags

El modelo XGBoost con variables rezagadas extiende el enfoque temporal introducido

previamente, combinando:

memoria histdrica explicita (lags y tendencias),

alta capacidad no lineal,

y validacion temporal realista.

En la siguiente etapa se contrastan estos resultados con los otros modelos basados en lags
(LightGBM y CatBoost), con el fin de seleccionar el enfoque con mejor compromiso entre

precision, estabilidad y capacidad de generalizacion.

Procedimiento general para la proyeccion de la tasa de abandono en datos futuros

Una vez entrenados los modelos predictivos con informacion histdrica y variables
rezagadas, se implement6 un procedimiento especifico para la proyeccion de la tasa de abandono
en afos futuros, comprendidos entre 2025 y 2030. Este proceso difiere del entrenamiento y
evaluacion tradicional, ya que no se dispone de valores observados de la variable objetivo, lo que

obliga a reconstruir de manera controlada las variables temporales utilizadas por los modelos.

El punto de partida del procedimiento consiste en estructurar los datos bajo un enfoque de
panel temporal, donde cada observacion pertenece a ciertas caracteristicas territoriales e
institucionales (provincia, cantdn, area, sostenimiento, jornada, modalidad y grado). Cada panel
representa una unidad a lo largo del tiempo, para la cual existe una serie anual historica de
matricula total y tasa de abandono. Esta definicion permite tratar el problema como un conjunto de

series temporales paralelas, manteniendo la coherencia estructural entre afios consecutivos.

Dado que los modelos entrenados incorporan variables con memoria temporal —como
rezagos de la tasa de abandono, diferencias interanuales y promedios méviles—, la proyeccion

futura se realiza mediante un esquema recursivo afio a afio. De esta manera, la prediccion de un
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afo futuro se utiliza posteriormente como insumo para generar las variables del afio siguiente,

replicando de manera controlada el flujo natural de la informacion temporal.

Antes de estimar la tasa de abandono futura, se requiere disponer de valores proyectados
de la variable Total, ya que esta forma parte del conjunto de variables explicativas y de sus
respectivos rezagos. Para ello, se aplica un procedimiento de pronéstico variado por panel,

utilizando modelos de series de tiempo robustos y adaptables al tamafio de cada serie.

Con los valores historicos y proyectados disponibles, se inicializa un estado temporal para
cada panel, que conserva los tltimos valores conocidos de la tasa de abandono y del total, asi
como una medida resumida de tendencia reciente. Este estado funciona como memoria minima
para construir las variables rezagadas requeridas por los modelos predictivos en el primer afio del

horizonte de proyeccion.

A partir de esta inicializacion, la prediccion se realiza de forma iterativa para cada afio
futuro. En cada iteracion se construye un conjunto de variables explicativas, combinando la
informacion con las variables numéricas dindmicas, tales como rezagos, diferencias y promedios.
Estas variables se organizan respetando estrictamente la estructura y el orden utilizados durante el

entrenamiento de los modelos, asegurando asi la consistencia del proceso de inferencia.

El conjunto de variables resultante es transformado mediante los mismos mecanismos de
preprocesamiento empleados en la etapa de entrenamiento, incluyendo la codificacion de variables
categoricas y el tratamiento de valores faltantes. Posteriormente, el modelo predictivo
correspondiente genera la estimacion de la tasa de abandono para el afio en cuestion. Esta
estimacion es acotada al rango valido de la variable y se incorpora inmediatamente al estado del
panel, actualizando los rezagos y medidas de tendencia que serdn utilizados en la siguiente

iteracion.
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Este procedimiento se repite secuencialmente para cada afo, de modo que las predicciones
se encadenan temporalmente y reflejan la dinamica aprendida por los modelos a partir de los datos
histéricos. El resultado final es un conjunto coherente de predicciones anuales por panel, que
mantiene la estructura territorial e institucional original y permite su posterior analisis agregado o

desagregado.

Finalmente, las proyecciones obtenidas se almacenan en una tabla especifica dentro de la
base de datos, preservando tanto las claves del panel como los valores proyectados de la tasa de
abandono y las variables auxiliares. Esta persistencia facilita la trazabilidad del proceso, la

comparacion entre distintos enfoques de modelado y el uso.
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CAPITULO 5

5. CONCLUSIONES Y RECOMENDACIONES

5.1 Conclusiones

Se consiguio sistematizar un conjunto robusto de variables predictoras tales como: la
provincia, el area (urbana/rural), el tipo de sostenimiento, la jornada y el grado académico,
identificando que la desercion escolar puede ser visto como un proceso acumulativo influenciado

por factores estructurales y territoriales.

El analisis exploratorio reveld una alta concentracion de tasas de abandono cercanas a cero
en ciertos grupos, debido a que los valores de tasa de abandono no son muy altos, asi mismo, se
puede notar ciertos picos picos significativos vinculados principalmente a la pandemia, lo que
permite contemplar el el uso de transformaciones logaritmicas para estabilizar la varianza en los

modelos.

Se disefiaron diversas arquitecturas, determinando que los modelos lineales (baseline)
capturan tendencias generales del abandono escolar y presentan limitaciones para capturar
relaciones no lineales complejas, especialmente en la presencia de valores extremos o cambios
abruptos en la tasa de abandono, las cuales son mejor abordadas por redes neuronales y modelos

de ensamble como LightGBM.

El modelo neuronal tabular alcanzé un R*2 de aproximadamente 0.33 en validacion, lo
que implica que el modelo es capaz de explicar el 33% de la varianza observada, demostrando una
estabilidad temporal aceptable con un error absoluto promedio (MAE) de 3.1 puntos
porcentuales,el incremento del R*2 respecto al modelo lineal, sugiere que la arquitectura neuronal
logra capturar de forma mas efectiva relaciones no lineales e interacciones complejas entre las

variables categoricas territoriales, institucionales y las variables numéricas de contexto.
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Se establecio la base para un dashboard interactivo que permita visualizar las proyecciones

por provincia, facilitando la identificacion de zonas criticas para la intervencion institucional

5.2 Recomendaciones.

Debido a que el modelo puede fallar cuando se presentan picos en afios con cambios
drasticos (como la pandemia), se recomienda analizar lo referente al ajuste de cambios
estructurales, que puede ser con reentrenamientos periddicos e incorporar variables externas

socioecondmicas para tratar de mejorar la precision.

Las proyecciones del modelo pueden ser utiles para implementar Sistemas de Alerta
Temprana, las cuales pueden ayudar a las instituciones educativas a intervenir proactivamente

antes de que el estudiante abandone definitivamente el sistema escolar.
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Apéndice
Documentacion y codigo fuente formato GitHub:

https://github.com/xPandy12/TrabajoFinalMaestria.git
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