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METODO PARA EVALUAR FLUJOS DE ATOMIZACION DE COMBUSTIBLE
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Resumen

El andlisis de dos imagenes por medio de un método de sustraccion en el lenguaje de
programacion Python permite encontrar las diferencias que, en condiciones normales pasarian por
desapercibidas o no mostraria el detalle e impacto que de esas diferencias. La comparacion de los
dos flujos de atomizacion de combustible en modo esquematico; asi como simulado para diferentes
tipos de fluidos y condiciones no reactivas y de combustion, permitio visualizar las zonas de mayor
densidad de combustible y concluir que la colisién de flujos de atomizacion puede contribuir a la
mejor atomizacion de combustible. Los flujos de atomizacion bajo condiciones no reactivas y de
combustion fueron simulados con el software OpenFOAM, se simularon dos tipos de fluidos y
varios flujos que colisionan entre si. El analisis de imagen muestra las diferencias de las imagenes
con colores de diferente intensidad, lo que permite identificar las zonas con mayor o menor
densidad de combustible.

Palabras clave: flujo de atomizacidén, analisis por imagen, Python, PIL, ImageChops,
ImageChops.difference, OpenFOAM..

Abstract

The analysis of two images by means of a subtraction method in the Python programming language
allows finding the differences that, under normal conditions, would go unnoticed or would not show
the detail and impact of those differences. The comparison of the two fuel atomization streams in
schematic mode; as well as simulated for different types of fluids and non-reactive and combustion
conditions, allowed to visualize the areas with the highest fuel density and to conclude that the
collision of atomization flows can contribute to the best fuel atomization. The atomization flows
under non-reactive and reacting conditions were simulated with the OpenFOAM software, two
types of fluids and several flows that collide with each other were simulated. The image analysis
shows the differences of the images with colors of different intensity, which allows to identify the
areas with higher or lower fuel density.

Keywords: atomization flow, image analysis, Python, PIL, ImageChops, ImageChops.difference,
OpenFOAM..



1. INTRODUCCION

Las investigaciones de los flujos de
atomizacion por parte de los sistemas de
inyeccion de combustible han  sido
dependientes de la capacidad de captar
imagenes y de procesarlas por medio de
software. La ultima década ha brindado dos
posibilidades de hacer este tipo de anélisis de
modo mads practico y accesible. La primera
posibilidad es la de captar imagenes de alta
resolucion. La segunda posibilidad es la de
tener software y librerias que permiten su
implementacion con pocas lineas de codigo
para ser procesadas en computadoras
estandar. Estas dos posibilidades permiten
enfocarse en comparar y evaluar la diferencia
de las imagenes, y obtener un resultado
puntual e inobjetable sobre una condiciéon u
otra.

La comparacion de imagenes y el detalle de
sus diferencias, ha ganado interés en
aplicaciones de seguridad y en especialidad
para llevar a cabo procesos de autentificacion
con margenes de error y de variacion bastante
reducidos. Las bondades de esta tecnologia
son aplicadas en esta investigacion para
evaluar la atomizacion del combustible entre
diferentes condiciones y configuraciones del
sistema de inyeccion.

La evaluacion y comprobacion de los
sistemas de inyeccion que se realizan de
modo unicamente visual, directamente en un
banco que prueba la funcionalidad de un
componente, pasan por alto pequeias e
imperceptibles diferencias. En el presente
trabajo, el andlisis por computadora de las
imagenes capturadas en video del flujo de
atomizacion permite amplificar esas pequefias
diferencias y evaluar de modo mas critico
multiples flujos de atomizacion o su
interaccion entre ellos.

Normalmente los flujos de atomizacion para
ser considerados correctos deben estar dentro
de un patrén de medicion, si esto flujos estan
fuera de esos rangos, entonces se considera

que el flujo es defectuoso. La necesidad de
expandir este enfoque de evaluacidén consiste
en evaluar lo que pasa también dentro de ese
patron de evaluacidn; asi como también la
interaccion entre flujos de atomizacion. En
los modelos actuales, tanto los fisico-
matematicos [1, 2], como los
computacionales, se evaliian los flujos que se
dispersan en un volumen determinado o en un
espacio libre y abierto; pero, no muestran un
método o técnica que evalue su interaccion.

Du et al. [3], menciona la necesidad de
caracterizar los flujos de atomizacion para
desarrollar una mejor comprension de
comportamiento de los combustibles en
motores a gasolina de ignicibn por
compresion. En esa investigacion se
compararon dos diferentes tipos de gasolina
en condiciones no reactivas, analizando el
flujo masico de la inyeccidn, y la longitud de
penetracion  de  liquido  vapor. La
caracterizacion del flujo de atomizacion se
llevd cabo en un recipiente a presion
constante, con una condiciéon térmica
homogénea a lo largo del flujo de
atomizacion. El procesamiento de las
imagenes para caracterizar la longitud de la
atomizacion, se lleva a cabo por el método de
retroiluminacién difusa, que se basa en la
extincion de la luz incidente por medio del
combustible en fase liquida, esto da como
resultado sombras que muestran las
variaciones en la densidad de los flujos de
atomizacion. La investigacion de Sharma y
Agarwal [4] de modo similar caracteriza el
flujo de atomizacion de combustibles
oxigenados por medio del andlisis de sombras
en las imagenes; esta prueba fue llevada a
cabo a cuatro presiones de inyeccion
diferentes en la camara de combustion y el
objetivo fue observar el efecto que tiene en el
flujo de atomizacion el oxigeno presente en el
combustible. Esta ultima investigacion resalta
la importancia de estudiar los flujos de
atomizacion y los procesos de combustion
para el desarrollo de la nueva generacion de
motores mas eficiente y limpios, en contraste



con investigaciones y enfoques anteriores,
concentrados unicamente en las emisiones
contaminantes y en la eficiencia del
combustible. Esto refuerza la idea de que, en
un futuro a mediano plazo, la implementacion
de nuevos tipos de combustibles que sean
mas  ecologicos, permita explotar y
aprovechar la predecible dependencia de los
motores de combustion interna, y a la vez
permitan la aplicaciéon de nuevos conceptos
de motor. Para ese momento, sera de mucha
utilidad tener herramientas que permitan
evaluar y tomar decisiones, de las técnicas y
métodos que garanticen una mezcla
homogénea, lo que en la actualidad ain se
persigue.

Los modelos computacionales de los flujos de
atomizaciéon en condiciones reactivas y no
reactivas, son mas avanzados y complejos
que los modelos experimentales, ya que
cuentan con la ventaja de limitarse a ser
modelados tedricamente; sin embargo su
alcance es bastante amplio al estudiar los
flujos de atomizacion desde un enfoque
Euleriano, en donde el estudio del fluido es
desde un punto de referencia fijo; y desde una
especificacion Lagrangiana, en donde una
parte del fluido se estudia mientras esta parte
se mueve en el espacio y el tiempo [5]. La
investigacion de Pillai et al., lleva a cabo
simulaciones Large-eddy (LES) que son un
modelo matematico de turbulencia usado en
la Mecanica de Fluidos Computacional
(CFD); en estas simulaciones se observa que
el flujo de atomizacion, en especial el
didmetro de las particulas atomizadas, y su
posterior combustion se ven afectados cuando
se ejercen fluctuaciones temporales [6].

Uno de los principales problemas que se
evidenciaron en el presente estudio, de lo que
se estudia en la caracterizacion de los flujos
de atomizacion, es la falta del analisis y
pruebas en lo que respecta a la interaccion
entre flujos. Investigaciones anteriores se han
enfocado en modelos fisicos y matematicos
de flujos individuales, con su post analisis de
fotografias y videos. En referencia a la fuente

[6], que menciona el efecto de las
fluctuaciones; entonces, es muy concebible
suponer que la interaccion de los flujos
mejora el nivel de atomizacion del
combustible, y para su evaluacion, es
necesario que la caracterizacion de los flujos
de atomizacion muestre cudles son las
diferencias entre flujos individuales y entre
aquellos que interactian entre si. El analisis
de estas diferencias, dara como resultado las
zonas mas y menos densas del combustible
atomizado y de combustion. El proposito de
esta investigacion es el de mostrar estas
diferencias en imagen.

2. MATERIALES Y METODOS

El analisis de imagen se llevo a cabo en tres
etapas; primero, con el uso de una imagen
que muestre de modo extremadamente basico
la diferencia entre un flujo puramente
esquematico de atomizacion; segundo, se
analiza el flujo atomizado de diésel puro
comparado con aceite lubricante inyectado a
1500 bares de presion durante 0.5ms [7]; y
tercero, con 1, 2, y 4 flujos de atomizacion
[8] llevados a cabo por medio de CFD
(Dindmica de Fluidos Computacional) en
OpenFOAM ® [9], bajo condiciones
reactivas y no reactivas; es decir, sin y con
combustion.

La imagen para ser analizada en el primer
caso se muestra en la figura 1, la misma que
puede ser elaborada en cualquier software
que permita crear imagenes.
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a. Flujo dentro del parametro de
atomizacion.

b. Flujo fuera del parametro de atomizacion

Figura 1. Imagen de prueba de un flujo
esquemdtico de atomizacion.

a. Flujo de atomizacion de diésel puro.

b. Flujo de atomizacion de aceite lubricante
usado.

Figura 2. Imagen de prueba de un flujo
esquemdtico de atomizacion. Las imdgenes
originales pueden encontrarse en el App. 1.

a. Fluyjo de atomizacion individual sin
combustion.

b. Flujo de atomizacion individual con
combustion.

c. Doble fluyjo de atomizacion sin
combustion.

d. Doble flujo de atomizacidbn con
combustion.

e. Cuadruple fluyjo de atomizaciéon sin
combustion.
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f.  Cuédruple flujo de atomizacién con
combustion.

Figura 3. Imdgenes de simulacion CFD bajo
condiciones reactivas y no reactivas de 1, 2 'y 4
flujos de atomizacion. Las imdgenes originales
pueden encontrarse en el App. 2.

3. RESULTADOS Y DISCUCION

La tabla 2 muestra las diferencias entre los
flujos de atomizacion estudiados en las
figuras 1-3. La diferencia consiste en sustraer
la  diferencia  entre las  imagenes
seleccionadas.

e 0000 0

a. Flujo dentro del parametro de
atomizacion.

Figura 1. Imagen de prueba de un flujo
esquemdtico de atomizacion.

b. Flujo fuera del parametro de atomizacion

C.

d.

e.

Diferencia del flujo de atomizacion.

Flujo de atomizacion de diésel puro.

Flujo de atomizacion de aceite lubricante

usado.
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i. Doble fluyjo de atomizaciéon sin
combustion.

f. Diferencia del flujo de atomizacion. .

j. Doble flujo de atomizacidbn con
combustion.

g. Flujo de atomizacion individual sin
combustion.

“ k'

h. Flujo de atomizacion individual con
combustion.

I.  Cuadruple fluyjo de atomizacién sin
combustion.
m. Diferencia del flujo de atomizacion

12
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n. Cuadruple flujo de atomizacién con
combustion.

o. Diferencia del flujo de atomizacion

Figura 4. Andlisis de imagen entre condiciones
reactivas y no reactivas de atomizacion.

Una clara ventaja para analizar los flujos de
atomizacion  sobre las  técnicas de
caracterizacion convencionales; incluso sobre
aquellas equipadas con equipos potentes en lo
que se refiere a toma de datos y
procesamiento de la informacion. Otra
ventaja es la de contar con un coédigo de
programacion bastante simple que permite
analizar cualquier tipo de imagen. La
desventaja que se encontrd y que es una
limitante, es la de no poder procesar las
imagenes en computadores convencionales
con los resultados que se esperan de
supercomputadores, por lo que fue necesario
contar con equipos de gran capacidad de
procesar graficos y datos. Una fuente
importante de error puede ser la posicion de
origen y de referencia con la que se compara
las imagenes, ya que una minima diferencia
de sombra, reflejo o cualquier diferencia en
una imagen digitalizada, se mostrara como
una diferencia del objeto que se analiza, lo
que no corresponderia con la realidad.

4. CONCLUSIONES

Como se menciona en la introduccion, el
objetivo de esta investigacion es mostrar las
diferencias de imagen entre los flujos de
atomizaciéon que se estudian; anteriormente
los flujos de atomizacion se caracterizaban y
evaluaban en funcion de un patron del flujo
en el que debian encontrarse, ahora es posible
evaluar las diferencias de los distintos y
condiciones por los que atraviesan los flujos
de atomizacion de combustible.

Esta investigacion ha demostrado que Ia
sustraccion de imagen puede dar el detalle
grafico de las zonas con alta o baja densidad
de combustible, tanto en condiciones
reactivas como en condiciones  sin
combustion.

Los presentes hallazgos podrian ayudar
analizar flujos de atomizacion reales,
captados por medio de fotografias o videos.
Los resultados analizando imagenes de
simulacion han sido muy prometedores por lo
que es de esperar una aplicacion satisfactoria
de esta técnica con la ayuda de camaras de
alta resolucion y con la capacidad de captar
videos en camara lenta.

El punto fuerte de este trabajo consiste en que
la técnica descrita para analizar imagenes
puede ser decisiva a la hora de tomar
decisiones sobre técnicas y procedimientos
para mejorar la atomizacion de combustible;
esto puede conducir, a la refutacion de teorias
en donde la colision de los flujos atomizacion
de combustible pueden contribuir a la
reduccion del diametro de las moléculas que
colisionan y no a su coalicion. Otra ventaja es
que este método puede analizar de modo
simultaneo varios fendémenos como la
colision de flujos en lugar de analizarlos de
modo individual, como es el caso de la
caracterizacion de los flujos de atomizacion.
El trabajo que queda por delante para
continuar con el desarrollo de esta técnica,
consiste en cuantificar las diferencias, para
que la evaluacion visual pueda expandirse al
analisis de variaciones en propias del flujo de

13



atomizacion como en aquellas en las que
estas puedan ocurrir.
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HIGHLIGHTS

«In-line fuel injection pressure and spray penetration is higher with all biodiesel blends.

« Chance of wall impingement is to be critical with B20 but more with B25, B50, and B100.
« Ignition delay and rate of pressure rise decreased with all biodiesel blends.

« NOx emission increases with all biodiesel blends (B20: 15.6% and B100: 22.8%).

« B15 is the optimum blend based on change in NOx emission and no wall impingement.
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A comparative study of effect of different biodiesel-diesel blends (B5, B10, B15, B20, B25, B50 and B100)
on injection, spray, combustion, performance, and emissions of a direct injection diesel engine at constant
speed (1500 rpm) was carried out. The penetration distance increased with increase in percentage of bio-
diesel in diesel due to enhanced in-line fuel pressure. The simulation results indicate the spray penetra-
tion with biodiesel-diesel blend up to B15 does not lead to wall impingement but B20 is to be a critical
limit of wall impingement (within uncertainty +1.3%). However, it is observed clearly from the simulation
results that probability of wall impingement is more with higher blends (B25, B50 and B100). The ignition
delay period decreased with all biodiesel blends due to higher cetane number resulting in less rate of
pressure rise and the smooth engine running operation. The engine torque does not change significantly
with biodiesel-diesel blends up to 20% (B20). However, the torque reduction is about 2.7% with B100 at
the rated load. Carbon monoxide (CO), hydrocarbon (HC) and smoke emissions decreased with all biodie-
sel-diesel blends. However, oxides of nitrogen (NOx) emission increased in the range of 1.4-22.8% with
all biodiesel-diesel blends at rated load due to oxygenated fuel, automatic advance in dynamic injection
timing (DIT), higher penetration and higher in-cylinder temperature. A notable conclusion emerged from
this study is the optimum biodiesel-diesel blend based on no wall impingement (B15: 0% and B20 +1.3%
uncertainty limit) and increase in NOx emission (B15: 4.1% and B20: 15.6%) in a conventional (unmodi-
fied) diesel engine is up to B15.
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1. Introduction

The main driving force behind the implementation of biodiesel
in diesel engines is due to enhancement of fuel quality, self reliance
of energy need, and boosting of rural economy. The higher cetane
number of Karanja biodiesel (CN:58) could provide the easy starting
of the engine, lesser white smoke, shorter ignition delay, less
probability of knocking and smooth running of diesel engine as

* Corresponding author. Tel.: +91 11 26591247; fax: +91 11 26581121.
E-mail address: subra@ces.iitd.ac.in (KA. Subramanian).

http://dx.doi.org/10.1016/j.fuel.2014.09.036
0016-2361/© 2014 Elsevier Ltd. All rights reserved.

compared to base diesel [1]. The sulfur and aromatics in biodiesel
are lower as these properties would affect on formation of particu-
late matter in diesel engines. However, the bulk modulus is higher
with biodiesel (1500 MPa) than base diesel (1350 MPa) as this prop-
erty indicates the compressibility of the fuel that would effect on
injection characteristics of diesel engines. In a diesel engine, the fuel
spray characteristics which deal the interaction of the injected fuel
with the surrounding hot air during ignition delay period and com-
bustion, is mainly dependent on injection characteristics such as
injection delay, in-line fuel injection pressure, dynamic injection
timing (DIT), in-cylinder injection duration and injector nozzle con-
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figuration. The fuel spray characteristics play an important role in
the improvement of combustion and engine performance, because
it influences the mixture formation process of fuel with air in the
engine cylinder [2]. Some information on diesel fuel spray charac-
teristics is available in literature. However, information on biodiesel
spray is scanty.

1.1. Injection and spray characteristics of a diesel engine using
biodiesel-diesel blends

Diesel engine process including injection, spray, mixing, igni-
tion and combustion influences its performance and emission
characteristics. Among these processes, injection and spray process
are important as they are affected by the quality of fuel, resulting
in alteration of combustion characteristics of diesel engines. As
biodiesel has a different physico-chemical property (density, vis-
cosity, distillation properties, bulk modulus, surface tension, etc.)
as compared to base diesel, its effect on the injection [3] and spray
characteristics of the engine need to be studied in order to find
scopes for solving these problems.

Fuel injection system plays a vital role on enhancing engine effi-
ciency and emission reduction of the modern diesel engine [4]. The
injection characteristics of a diesel engine include injection delay,
static injection timing, DIT and injection duration. The duration of
injection delay is defined as the duration between DIT and static
injection timing. DIT is defined as the actual injection timing where
the fuel is started to inject into the cylinder. The fuel-injection pro-
cessisimportant as it influences fuel spray characteristics (break-up
length, spray cone angle, sauter mean diameter (SMD), penetration
and air entrainment) and mixture formation process [2].

The numerical analysis of injection characteristics using biodie-
sel-diesel blends (B25, B50, B75 and B100) was carried out by Kegl
and Hribernik [5] and Kegl [6]. They reported that the DIT advanced
whereas injection duration and in-line pressure increased with all
biodiesel-diesel blends. The process of atomization and fuel-air
mixing rate could be enhanced by increasing the in-line fuel injec-
tion pressure [7]. However, it may increase penetration distance
which results in more probability of wall impingement. National
Renewable Energy Lab (NREL), USA reported that the automatic
advance in injection timing is due to higher bulk modulus of biodie-
sel (1500 MPa) than diesel (1350 MPa) as it implies the compress-
ibility of the fuel [8]. The bulk modulus of biodiesel is higher than
base diesel resulting in significant increase in in-line fuel pressure.
The fuel spray penetration distance increases with increase in the
in-line fuel pressure resulting in increase of probability of wall
impingement [9]. It may be noted that wall impingement is one of
the main durable issues of a diesel engine that needs to be reduced.
It could be reduced mainly by reducing the penetration distance.

Fuel quality parameters including viscosity, density, and surface
tension influence the spray characteristics of diesel engines. High
viscosity and surface tension of biodiesel increase SMD, which
affects fuel atomization [7]. Gao et al. [10] studied the spray char-
acteristics of three biodiesel fuels (Jatropha, palm and used fried
oil). SMD and spray penetration increased with increasing percent-
age of biodiesel in diesel but the spray cone angle decreased result-
ing in poor atomization. It may be noted that the injection
characteristics alter fuel spray and combustion which influence
performance and emission characteristics of diesel engines for bio-
diesel-diesel blends. Hence, injection characteristics are a central
theme of design of a diesel engine for biodiesel utilization.

1.2. Combustion characteristics of a diesel engine using biodiesel-
diesel blends

The combustion characteristics are one of the important tools to
optimize performance and emission characteristics of diesel

engines. Due to different properties of diesel and biodiesel, both
fuels exhibit different combustion characteristics with respect to
change in engine load. The main aim of optimization of fuel spray
characteristics is improvement of mixture formation process
which influences auto ignition and combustion process of diesel
engines [11,12]. Biodiesel fuel comprises of 10-11% oxygen (by
weight) which would enhance the heat release rate during com-
bustion and reduces emissions (CO, HC, and Smoke/PM) signifi-
cantly except NOx [13-15]. Combustion with biodiesel fueled
diesel engine starts earlier at advanced dynamic injection timing
due to higher bulk modulus. The peak rate of pressure rise is lower
for biodiesel due to shorter ignition delay [16]. As high ignition
delay leads to high rate of pressure rise, some extend to knocking,
noise and NOx emission, it is necessary to lower the ignition delay.
So, the combustion characteristics such as ignition delay, start of
combustion, rate of pressure rise, etc. of a diesel engine for Karanja
biodiesel-diesel blend need to be studied in detail in order to find
the scopes for further improvement of the performance and emis-
sion reduction.

1.3. Performance and emission characteristics of a diesel engine using
biodiesel-diesel blends

Biodiesel has low carbon content than diesel fuel (Diesel: 87
and Biodiesel: 77.2 wt.%). Hence, biodiesel fueled diesel engines
will emit lower carbon based emissions than base diesel. Graboski
and McCormick [17] studied the performance and emission char-
acteristics of a diesel engine fueled with biodiesel-diesel blends
(B10, B20, B30, B50 and B100) as compared to base diesel. The
results indicated that CO, HC, PM, smoke and Poly-Aromatic
Hydrocarbon (PAH) emissions decreased with the biodiesel-diesel
blends whereas brake specific fuel consumption (BSFC) and NOx
increased significantly [18,19]. Rakopoulos et al. [20] reported that
the BSFC increases with the oxygen enrichment in the fuel but it
does not affect with oxygen enrichment in the intake air. The per-
centage of torque reduction was reported as 0.85%, 1.25%, 2.33%
and 5.90% with B20, B35, B65 and B100 respectively.

Experimental investigation was carried out to study the perfor-
mance and emission characteristics of a diesel engine fueled with
different percentages of karanja biodiesel-diesel blends (B5, B10,
and B15) [21]. They concluded that B10 (karanja biodiesel-diesel
blend) is the optimum blend for diesel engines. However, Mahanta
et al. [22] concluded that B15 and B20 could be the optimum in
terms of fuel efficiency and power developed. However, the opti-
mum biodiesel-diesel blend would depend on particular feedstock
[23,24]. It was reported that the appropriate biodiesel-diesel blend
required for ensuring the optimum performance and low emission.
As biodiesel is produced from different feed stocks, the physico-
chemical properties of biodiesel will vary with the feed stock
[25]. Lin et al. [23] reported the effect of biodiesel's feedstock on
a diesel engine performance. They studied engine performance
characteristics with biodiesel derived from different feed stocks
including soybean oil methyl ester (SOME), peanut oil methyl ester
(PNOME), corn oil methyl ester (COME), sunflower oil methyl ester
(SFOME), rapeseed oil methyl ester (ROME), palm oil methyl ester
(POME), palm kernel oil methyl ester (PKOME), and waste fried oil
methyl ester (WFOME), and these results were compared with
base diesel as given in Table 1. In general, they reported that car-
bon, hydrogen, oxygen, and sulfur content will influence the calo-
rific value of a fuel and hence, it would also influence the engine
performance and emission characteristics. Similarly, the combus-
tion, performance and emission characteristics of a diesel engine
fueled with biodiesel derived from wasting cooking oil were com-
pared with base diesel [26,27]. The chance of wall impingement
will be more for biodiesel fueled diesel engine due to higher injec-
tion pressure. Hence, the optimum biodiesel-diesel blend has to be
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Table 1

The experimental results of the engine performance and exhaust emissions from different feedstock fuels [23].
Item PD SOME PNOME COME SFOME ROME POME PKOME WFOME
BSFC(g/M]) 63.5 71.7 711 69.9 69.5 711 727 728 72
Power (kW) 722 7.18 713 7.18 7.32 7.25 7.28 72 714
Smoke (%) 22 9 1 10 9 10 9 6 11
NOx (ppm) 466 566 555 564 570 587 548 492 555
THC (ppm) 178 131 138 132 129 135 124 119 134
EGT (°C) 405 397 398 401 402 401 392 387 394

selected based on change in NOx emission and minimum probabil-
ity of wall impingement. Therefore, the present study is aimed at
the optimization of biodiesel-diesel blend based on injection,
spray, combustion, performance and emission characteristics of a
diesel engine.

2. Experimental details

A test diesel engine (single cylinder, four strokes, air cooled,
constant speed (1500 rpm) with maximum power output of
7.4 kW (Swept volume: 947.38 cc; compression ratio: 19.5:1; noz-
zle diameter: 0.19 mm)) was used for the study (Fig. 1). The engine
was equipped with cam-shaft driven fuel injector (mechanical fuel
injector). An eddy current dynamometer was used for loading the
engine. A piezoelectric strain gauge pressure transducer was
mounted on the fuel line for measurement of in-line fuel pressure.
A piezoelectric transducer was mounted (as flush mounted) in the
cylinder head for in-cylinder pressure measurement (Measuring
range: 0-250 bar, sensitivity: 45p C/bar and linearity: <+0.3%).
The crank angle encoder was mounted on the engine shaft for
crank angle measurement with an accuracy of 0.05° CA. AVL indi-
com system comprised of in-built charge amplifier and data acqui-
sition system was used for acquiring of pressure-crank angle data.
The injection signals were processed using the system with the sig-
nal amplifier. The engine speed (1500 rpm) was maintained as con-
stant throughout the tests. CO, CO, and HC emissions were
measured using AVL Di-gas analyzer (Measurement principle:
Infrared measurement). NOx emission was measured using CLD
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1: Engine, 2: Dynamometer, 3: Shafl, 4: Surge tank, 5. Air
filter, 6: Intake manifold, 7. Exhaust manifold, 8: Five gas
analyzer, 9: Smoke meter, 10: Crank angle encoder, 11: Fuel in-
line pressure sensor, 12: In-cylinder pressure sensor, 13: Charge
amplifier, 14: Data acquisition system, 15: Computer, 16:
Injector, 17: Engine bed.

Fig. 1. Experimental set-up.

analyzer (linearity: +1%). Smoke opacity was measured using AVL
smoke meter (Accuracy: +1%, measuring range: 0-100% Opacity).
The Karanja methy! ester (biodiesel) was prepared in a laboratory
scale and the biodiesel of 5%, 10%, 15%, 20%, 25%, 50% and 100% (B5,
B10, B15, B20, B25, B50 and B100) by volume was blended with
base diesel (Bharat stage IV (equivalent of Euro IV)). The physico-
chemical properties were measured (density, viscosity, flash point,
cloud point, pour point, and calorific value) whereas other physico-
chemical properties such as thermal conductivity, surface tension
and latent heat of fuels were taken from National Renewable
Energy Laboratory (NREL) and BP websites (Table 2).

Experimental tests were conducted on the diesel engine in-
order to assess injection, combustion, performance and emissions
of the engine for base diesel and biodiesel-diesel blends. Each test
was repeated at least three times to confirm the accuracy of mea-
sured data.

The measured injection and combustion characteristics (Injec-
tion duration, In-line fuel pressure, In-cylinder pressure) were
given as input to the spray models/correlations. The measured
swirl ratio of 2.20 was taken into account for calculation of spray
characteristics. The spray characteristics are analyzed with respect
to crank angle per cycle. The models, which are selected for calcu-
lating the spray characteristics for the present study, are based on
our previous work published in literature [2]. These spray models
are optimized/selected based on available measured data in the lit-
erature for spray characteristics. Furthermore, these selected mod-
els are also used by many researchers to calculate biodiesel spray
characteristics. Even though the spray characteristics could be cal-
culated with more accurate during the ignition delay period, it is
very difficult to predict the spray characteristics after the start of
combustion. The reasons could be due to fuel spray interaction
with air at very high temperature, high pressure and unpredictable
air motion (high velocity) resulting to complexity in nature of mix-
ture formation with unburned reactant and burned product during
the diffusion combustion phase. Wall impingement is defined that
it would occur when the spray penetration distance is higher than
the available length between piston bowl surface and nozzle tip. A
study of probability wall impingement based on spray penetration
and piston bowl motion with respect to crank angle was carried
out. Spray penetration with respect to crank angle was calculated
using model. Wall impingement would occur when the spray pen-
etration is higher than the available length between piston bow!
surface and nozzle tip. The volume of cylinder with respect to
crank angle was calculated using Egs. (1)-(4). From the known dis-
placement volume, the stroke length can be calculated as given in
Eq. (5). Injector angle was measured to predict the inclined length,
i.e. actual distance from injector nozzle tip to piston bowl depth
(Fig. 2) with respect to crank angle.

Ve VitV
A L
V,,:-ZxszL (2)

where r. =Compression ratio, D = Cylinder bore and L =Stroke
length
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Table 2

Physico-chemical properties of diesel and biodiesel blends.
Property Diesel B5 B10 B15 B20 B25 B50 B100
Density (kg/m?) 8215 823.1 827.5 8313 835.6 8389 860.7 893.6
Viscosity (cSt) 264 265 2.66 2.69 271 275 3.5 58
Flash point (°C) 76 85 96 101 110 117 129 147
Cloud point (°C) 6.5 72 8.3 9.1 10 103 11.1 136
Pour point (°C) 3.1 35 3.8 43 45 48 5.3 6.7
vV (MJ/kg) 44.05 43.89 43.25 4290 42.60 42,00 41.73 40.750
Thermal condu. (W/mK) 0.061 - - - - - - 0018
Surface tension (N/m) 0.023 - - - - - - 0.028
Latent heat (k]/kg) 250 - - - - - - 181

: Injector
Bottom surface

of cylinder head Needle

Injector nozzle holes
Volume above piston

impingement

No probability of wall

Fig. 2. Occurrence of wall impingement on the surface of piston bowl.

Cylinder volume (V) at any crank angle position 0 can be calcu-
lated using Eq. (6).

Vi Vi [” ’;DZ(Ha-s)] 3)

where s = a x cos 0+ (P —a® x sin?0) > (4)

The available length (L;) between the nozzle tip to piston sur-
face can be calculated using V, as given in Eq. (5).
4xV,
Ly=—— 5
=17 (5)
The sum of bowl! depth (B;) and L, is known as total length (L,)
as given in Eq. (6).

L =L +B (6)

The maximum available inclined length (w) can be calculated
using Eq. (7). The entire representation of wall impingement is
shown in Fig. 2.

w=_L
"~ oS (O;y)

7

The actual maximum available length (w) can be found from the
distance between nozzle tip to bowl depth. If ‘W’ is greater than
spray penetration (w>S), wall impingement does not occur,
whereas ‘W' is lesser than spray penetration (w <S), the probability
of wall impingement would be more. If ‘w’ is equal to spray pene-
tration (w =S), it is a critical condition.

3. Results and discussion

3.1. Analysis of injection characteristics for different biodiesel-diesel
blends with comparison of base diesel

Figure 3 shows that the injection delay is lower with all biodie-
sel-diesel blends than base diesel due to lesser compressibility of
biodiesel (higher bulk modulus) resulting in automatic advance-
ment in dynamic injection timing (DIT). As the duration of injec-
tion delay decreased from 5.6° CA with base diesel to 5.5°, 5.4°,
5.3°,5.2° 5.1°, 5° CA with B10, B15, B20, B25, B50 and B100 respec-
tively, DIT advanced from 0.4° CA before top dead center (BTDC)
with base diesel to 0.5°,0.6°, 0.7°, 0.8°, 1.1° and 1.5° CA BTDC with
B10, B15, B20, B25, B50 and B100 respectively. However, there is
no change in injection delay and DIT with B5. The drastic advance-
ment can be observed from the figure for higher blends (B25, B50
and B100). It may be noted that bulk modulus is function of density
(B5: 823.1, B10: 827.5, B15: 831.3, B20: 835.6, B25: 838.9, B50:
860.7 and B100: 893.6 kg/m?) and square of sound velocity result-
ing in higher bulk modulus of biodiesel. In general, the advanced
DIT generally leads to higher NOx emission.

The in-line fuel injection pressure increases with increase the
percentage of biodiesel in diesel. It may be noted that the in-line
fuel pressure fluctuates as the pressure waves generated by the
mechanical injection pump propagates more rapidly toward the
injector [15]. Bulk modulus is the ratio of pressure (dP) and volu-
metric strain (dV/V). If the volumetric strain (dV/V) is constant,
the pressure (dP) is directly proportional to bulk modulus (B).
Similarly, the peak in-line fuel injection pressure of all biodiesel-
diesel blends (B5: 484.28, B10: 487.62, B15: 490.85, B20: 495.45,
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Fig. 3. Comparison of injection delay and DIT for base diesel and biodiesel blends.

B25: 493.48, B50: 496.32 and B100: 505.9 bar) is higher than base
diesel (Diesel: 472.31 bar). In order to maintain same power out-
put, the fuel flow rate needs to be enhanced more. The enhanced
fuel flow rate may be one of the reasons to increase in-line fuel
injection pressure with biodiesel-diesel blends.

The high in-line fuel pressure for biodiesel-diesel blends
increases spray penetration distance which is discussed in latter
section. The in-cylinder fuel injection duration is higher with all
biodiesel-diesel blends than base diesel. In order to maintain same
power output, the fuel flow rate needs to be enhanced more. The
increased injection duration would affect performance characteris-
tics of the engine mainly torque, BSFC and combustion characteris-
tics negatively. The injection duration increases from 10.2° CA with
base diesel to 10.5°, 10.7°, 10.8°,10.9°, 11°, 11.2° and 11.4° CA with
B5, B10, B15, B20, B25, B50 and B100 respectively at the rated load.
The percentage change in injection duration is in the range of 5-
10% for B20 to B100 whereas it is less than 5% up to B15. Hence,
injection system including injection timing, plunger diameter,
number of nozzle holes and its size and nozzle opening pressure
has to be optimized for the overcoming of the problem of increased
mass flow rate of biodiesel blends.

3.2. Analysis of spray characteristics for different biodiesel-diesel
blends and base diesel

3.2.1. Spray break-up length (L)
The break-up length (BUL) is calculated using Hiroyasu-Arai
model as shown in Eq. (8).

5\ 05
L, =15.8 x (ﬂ> % Dy (8)
Pa
where p, is liquid density (kg/m?®), p, is air density (kg/m®), D, is
nozzle diameter (m).

As the density of biodiesel blends (B100: 893.6 kg/m®) is higher
than base diesel (821.5 kg/m?), the break-up length for B100 fuel is
higher than base diesel (Fig. 4(a)). The peak break-up length is
higher with B100 (13.9mm) as compared to base diesel
(13.5 mm) at the rated load. There is no change in break-up length
with biodiesel-diesel blend (B5 to B20) as the values are within
uncertainty limit (+1.3%) whereas there is a significant increase
with B25, B50 and B100 blends. Break-up length preferably should
be less whereas higher break-up length leads to the poor air
entrainment into the fuel spray.

3.2.2. Spray cone angle (0)
The spray cone angle (SCA) is calculated using Reitz model as
given in Eq. (9).

05 0.5
tan [g] = (%) x4 x T x (%:) X (%) (9)
where A =3 + (‘L’;ig"‘

The spray cone angle (0) for biodiesel-diesel blends is lower
than base diesel due to higher density of biodiesel-diesel blends
than base diesel (Fig. 4(b)). At the end of spray, the spray cone
angle is more divergent could be due to the momentum of spray
decreases from upstream (injector tip) to downstream (spray
tip). The peak spray cone angle decreased from 17.5° with base die-
sel to 16.8° with B100 at the rated load at 10° CA ATDC. It may be
due to higher density and viscosity of biodiesel. At same spray pen-
etration distance, if spray cone angle decreased, air entrainment
would be less resulting to poor mixture formation. Even though
biodiesel blend has higher in-line fuel pressure, spray cone angle
does not change significantly with biodiesel because of spray cone
angle is influenced mainly by fuel quality (density and viscosity).

3.2.3. Sauter mean diameter (SMD)

Sauter mean diameter is the average diameter of droplet that
has same volume to surface area ratio as that of the total spray.
The average diameter of droplet is used to describe the quality of
atomization and SMD is a main input to calculate other spray char-
acteristics. Hiroyasu model was used to calculate SMD (X3;) as
given in Egs. (10)-(12).

X5 = Max(X33.X55) (10)

1 0.54 0 0.18
X5 = 412 x D, x Re®'? x We°7 x (ﬂ> % (ﬂ> (11)
llﬂ l)a

HS 0.25 -032 Y P R
X3, =038 x D, x Re" x We ™% x (—‘) X (—') (12)
Hy Pa
where Re and We is Reynolds and Weber number, 4 and g, is fuel
and air viscosity (Pas).

SMD is higher for the biodiesel-diesel blends than that of base
diesel fuel and this is due to the higher density, viscosity and sur-
face tension of biodiesel-diesel blends (Fig. 5). The change of
increase in SMD up to B15 blend is within uncertainty limit
whereas SMD increased beyond B20 blends. The Weber number
is important parameter for SMD and it is function of density and
surface tension. As the surface tension is higher with biodiesel
[28], Weber number would be lower. Hence, lower Weber number
would give larger SMD with biodiesel. A sharp peak of SMD is
observed for B100 at 2° CA ATDC and it is due to change in in-line
fuel pressure at particular crank angle. At the end of spray, SMD
increases significantly during 9-11° CA ATDC due to decrease in
in-line pressure. The larger SMD deprived the mixing rate of air
and fuel.

3.2.4. Spray penetration

Spray penetration calculated using Hiroyasu-Arai model is
shown in Egs. (13), (14) as these equations were used by other
researchers to calculate the spray penetration distance of a diesel
engine for biodiesel-diesel blends. The penetration distance with
respect to crank angle is calculated using input of measured in-line
fuel pressure, in-cylinder pressure, injection duration, nozzle
diameter and air density for the biodiesel-diesel blends and the
results are compared with base diesel. It is observed from the
results that the penetration distance increased with all biodiesel-
diesel blends (Fig. 5). The peak penetration distance increased from
34.24 mm with base diesel to 34.4, 34.8, 35.1, 36.28, 36.6, 36.9 and
37.5 mm with B5, B10, B15, B20, B25, B50 and B100 at the rated
load. The change in increase of spray penetration is lower than
5% up to B20 blend whereas it is higher for B25, B50 and B100.
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Fig. 5. Variation of SMD and spray penetration for base diesel and biodiesel blends.

In case of B100 at 2° CA ATDC, sudden drop was observed for pen-
etration. It is mainly due to drop in in-line fuel pressure at 2° CA
ATDC. At the downstream of the spray (tip), penetration decreases
due to lesser momentum toward downstream. The higher penetra-
tion is beneficial for air entrainment but it may lead to wall
impingement [29].

AP 025
§=295x (;T) x (Dyx)*® fort >ty (13)
05
S=0.39X(2X?)—P) xt fort<t, (14)

where S is spray penetration (m), t is injection time (s) and ¢, is
break-up time (s).

3.2.5. Air entrainment

Air entrainment is defined as the process of air drawn into the
fuel spray. Air entrainment calculated using Rakopoulos model/
correlation is given in Eq. (15). Air entrainment is calculated with
respect to crank angle using input of calculated spray cone angle,
penetration and air density.

2
m, = (g) X (tan <g>) xS x p, (15)

It is observed from the results that the air entrainment
increased for biodiesel-diesel blends due to higher in-line fuel
pressure resulting in higher penetration distance as compared to

base diesel (Fig. 6). In case of B100, air entrainment suddenly drops
at 2° CA ATDC as it is mainly due to sudden drop in in-line fuel
pressure resulting in drop in penetration at particular crank angle.
At the end of the spray, air entrainment decreased due to decrease
in penetration distance. In general, as the spray cone angle
decreased, air entrainment also decreased. The net result is in
increased air entrainment as the penetration distance is more
influencing parameter to increase in air entrainment than spray
cone angle.

3.2.6. Wall impingement

Spray wall impingement is also an important post process in
spray combustion. It is observed from the simulation study that
the probability of wall impingement is more with higher biodie-
sel-diesel blends (B25,B50 and B100). This is due to increased pen-
etration distance. The distance between nozzle tip and piston bowl
decreases as piston moves toward top dead center and vice versa.
The distance between nozzle tip and piston bow! depth (0-1) is
shown in Fig. 7. The distance ‘0-1" is the highest distance as com-
pared to the distance ‘0-2' and ‘0-3'. The distance ‘0-1" is consid-
ered for all calculations. When piston moves toward the top dead
center (TDC), there may be a probability of fuel impingement on
piston bowl at points ‘3' and ‘2’ due to shorter distance of ‘0-2
and ‘0-3'. The general mathematical form of wall impingement is
explained in our study that was used to calculate the wall impinge-
ment [9]. There is no wall impingement for base diesel, B5, B10,
B15 and B20 as shown in Fig. 7. As the uncertainty limit of penetra-
tion is £1.3%, there may be a probability of wall impingement with
B20. However, wall impingement was observed clearly with higher
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Fig. 6. Variation of air entrainment for base diesel and biodiesel blends.
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biodiesel-diesel blends such as B25, B50 and B100. For B100, wall
impingement is observed from 3° CA ATDC to 5° CA ATDC whereas
for B25 and B50, it is observed from 3.8° CA ATDC to 4.3° CA ATDC.
The wall impingement problem can be overcome by optimizing the
nozzle hole size (diameter) and number of nozzle holes [29].

3.3. Analysis of combustion characteristics for different biodiesel-
diesel blends and base diesel

Ignition delay, premixed combustion, mixing controlled (diffu-
sion) combustion and late burning combustion are the vital param-
eters of combustion in diesel engines. The liquid fuel injected into
the combustion chamber of an engine undergoes a set of physical
and chemical process such as atomization, evaporation and mixing
with air entrained into the spray. Ignition occurs in the periphery
of the spray depending on the temperature and pressure of the
in-cylinder air. The ignition delay was found lower with all the bio-
diesel-diesel blends (B5: 3.2°, B10: 3.2°, B15: 3°, B20:2.9°, B25:
2.8°, B50: 1.7° and B100: 1.6° CA) as compared to base diesel
(3.4° CA) due to higher cetane number of biodiesel. The start of
combustion advanced for all biodiesel blends (B5: 2.8°, B10: 2.7°,
B15: 2.4°, B20: 2.2°, B25: 2°, B50: 0.6° and B100: 0.1° CA ATDC)
than diesel (3° CA ATDC). It is mainly due to the advance in injec-
tion timing and higher cetane number of biodiesel-diesel blends
which improves the ignition quality.

The peak in-cylinder temperature increased with all biodiesel-
diesel blends (B20: 1742, B100: 1810K) as compared to base diesel
(1687 K) (Fig. 8). It may be due to advance in DIT resulting in early
combustion process initiated. In addition to this, the presence of
oxygen molecule in biodiesel tends to advance the start of combus-
tion. The comparison of heat release rate (HRR) for diesel and bio-
diesel blends is shown in Fig. 9. The endothermic reaction of fuel
with air initially results in negative heat release rate. HRR is one
of the important tools to optimize any internal combustion engine
parameters. The heat release rate can be calculated using first law
of thermodynamics. The adjustment of ignition delay can control
the premixed combustion phase and this phase is responsible for
NOx formation and knocking. Mixing controlled combustion phase
(diffusion) is responsible for smoke formation. Premixed combus-
tion phase duration increased marginally for all biodiesel-diesel
blends as compared to base diesel. As the premixed combustion
phase duration is higher for biodiesel-diesel blends, it could be
one of the reasons for increase in NOx emission with biodiesel-die-
sel blends. Mixing controlled combustion phase duration increased
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Fig. 8. Variation of in-cylinder temperature for base diesel and biodiesel blends.

marginally with all biodiesel-diesel blends as compared to base
diesel.

The rate of pressure rise decreased with all biodiesel-diesel
blends (B5: 5.9, B10: 5.4, B15: 4.35, B20: 4.3, B25: 4.26, B50:
3.25, B100: 2.2 bar/CA) as compared to base diesel (6.7 bar/CA)
resulting in smoother engine running. The diesel engine with bio-
diesel-diesel blends has lesser ignition delay mainly due to higher
cetane number resulting in lower rate of pressure rise [30]. The
combustion duration is an important tool for optimizing perfor-
mance and emission characteristics of the engine. The combustion
duration is higher with all biodiesel-diesel blends (B20: 87.8° CA
and B100: 89.9° CA) than base diesel (86° CA). The combustion
duration increased marginally for lower biodiesel-diesel blends
(up to B25) whereas it increased significantly for higher biodie-
sel-diesel blends (B50 and B100). It may be due to biodiesel has
lower calorific value results in longer injection duration. In order
to reduce combustion duration, a sustainable technology needs
to be identified such as optimization of injection system and
engine design parameters.

3.4. Analysis of performance and emission characteristics of the diesel
engine for different biodiesel-diesel blends and base diesel

The brake specific energy consumption (BSEC) is calculated
from the brake power output of the engine, calorific value and
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Fig. 7. Wall impingement for base diesel and biodiesel blends.
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Fig. 9. Variation of heat release rate for base diesel and biodiesel blends.

the mass flow rate of the fuel. BSEC increases at lower and the
rated load but it marginally decreases at 50%, 75% and 90% load
(Fig. 10). The BSEC increases at lower load due to lower in-cylinder
pressure and temperature. The BSEC increases with increase the
biodiesel-diesel blends due to biodiesel having higher injection
duration and combustion duration. BSEC increased from 12.7 MJ/
kW-h with base diesel to 17.5 MJ/kW-h with B100 at the rated
load. The increase in BSEC results in lower brake thermal efficiency
(BTE) for biodiesel-diesel blends as compared to base diesel
(Fig. 10). BTE decreased marginally with lower biodiesel-diesel
blends (up to B25) whereas it decreased significantly with higher
biodiesel blends (B50 and B100). It may be mainly due to biodiesel
having higher density, viscosity and surface tension results in poor
atomization and mixture formation (less spray cone angle) with
air. It will lead to slower combustion and lower BTE. BTE at 50%
and 75% loads marginally increased with all biodiesel blends as
compared to diesel (within uncertainty limit). The percentage tor-
que reduction was found to be 0.21, 0.63, 0.84, 0.9, 1.27, 2.33 and
2.76 for B5, B10, B15, B20, B25, B50 and B100 respectively as
shown in Fig. 10. It is clearly seen from the figure that torque
reduction is more for higher blends (B25, B50 and B100) whereas
it is less for B5, B10, B15 and B20.

CO and HC emissions decreased with biodiesel-diesel blends
due to higher oxygen content and lower C/H ratio (Fig. 11). The
cleaner and complete combustion takes place due to oxygen con-
tent in biodiesel fuel which helps to reduce the CO and HC emis-
sions. The automatic advancement of injection timing with
biodiesel will provide more time for mixture formation resulting
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Fig. 10. Comparison of BSEC, BTE and torque reduction for base diesel and biodiesel
blends.
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Fig. 11. Comparison of CO and HC emissions for base diesel and biodiesel blends.

in decrease in CO and HC emissions. CO and HC emissions
decreased from 2.68 g/kW-h and 0.02 g/kW-h with base diesel to
0.5 g/kW-h and 0.005 g/kW-h with B100 respectively at the rated
load.

NOx emission increased from 6.24 g/kW-h with base diesel to
8.07 g/kW-h with B100 (Fig. 12). This is one of the major problems
for use of biodiesel in diesel engine. It is due to fuel containing oxy-
gen (10%), automatic advance in injection timing and its formation
around spray periphery due to larger penetration distance. NOx
emission for lower biodiesel-diesel blends (up to B20) increased
marginally at all loads whereas it increased significantly for higher
biodiesel-diesel blends (B25, B50 and B100) at all loads. At rated
load, NOx emission increased marginally up to B15, but beyond
B15, NOx emission increased significantly. In pump-line-nozzle
injection system, advanced injection timing increases the resi-
dence time of fuel which results in high reaction rate and more
NOx formation. The problem can be overcome using NOx reduction
techniques such as exhaust gas recirculation (EGR), injection tim-
ing optimization, nozzle opening pressure, nozzle size and number
of nozzle holes optimization [29].

Smoke emission decreased drastically with all biodiesel-diesel
blends (B100: 15.4% opacity) as compared to base diesel (51.9%
opacity) as shown in Fig. 12. It decreased due to oxygen content
of the biodiesel molecule, enables more complete combustion even
in regions of the fuel-rich diffusion flames in combustion chamber.
Biodiesel which is an oxygenated fuel provides oxygen in the core
of the spray (rich fuel) during combustion process and hence
enhancing reduction in smoke formation.
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Fig. 12. Comparison of NOx and smoke emissions for base diesel and biodiesel
blends.
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4. Conclusions

The following conclusions are drawn based on experimental
and simulation results of spray, injection, combustion, perfor-
mance and emission characteristics of a diesel engine fueled with
biodiesel-diesel blends with comparison of base diesel.

Dynamic injection timing (DIT) of the engine advanced at all
loads for all biodiesel-diesel blends due to higher bulk modulus
of biodiesel. At the rated load, the DIT advanced from 0.4° CA BTDC
with base diesel to 0.7° CA BTDC and 1.5° CA BTDC with B20 and
B100 respectively. Spray penetration increased with all biodie-
sel-diesel blends (B20: 36.28 mm, B100: 37.5mm) than base
diesel (34.28 mm) due to higher in-line fuel pressure with biodie-
sel. No wall impingement was observed for B5, B10, and B15
whereas wall impingement probability was observed to be critical
for B20 (within uncertainty +1.3%). However, there is more proba-
bility of wall impingement with higher biodiesel blends (B25, B50
and B100) due to higher penetration distance.

Ignition delay and rate of pressure rise (RPR) decreased with all
biodiesel-diesel blends due to higher cetane number of biodiesel
than base diesel. At the rated load, the peak RPR decreased from
6.7 bar/°CA with diesel to 4.3 bar/°CA and 2.2 bar/°CA with B20
and B100 respectively. The reduction of torque was observed sig-
nificantly beyond B20 blends. CO, HC and smoke emissions
decreased drastically from 2.68 g/kW-h, 0.021 g/kW-h and 51.9%
opacity with base diesel to 0.6 g/kW-h, 0.005 g/kW-h and 15.4%
opacity with B100 respectively at the rated load. NOx emission
increased with all biodiesel blends as compared to diesel due to
oxygen content in biodiesel, advancement in DIT, higher penetra-
tion and in-cylinder temperature. NOx emission increased from
6.24 g/[kW-h with base diesel to 7.39 g/kW-h and 8.07 g/kW-h with
B20 and B100 respectively at the rated load. The optimum biodie-
sel-diesel blend based on no wall impingement and increase in
NOx emission in unmodified diesel engine is up to B15.
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Abstract

Gasoline compression ignition (GCI) engines have recently become a topic of interest due to its potential for very high thermal
efficiencies with significant pollution reduction. High reactivity gasoline-like fuels with shorter ignition delay and similar
volatility compared to market gasoline have been identified as a viable option for the GCI engines. To fully realize the potential
of gasoline-like fuels in GCI engines, spray characterization of the fuel is needed for developing a better understanding of these
fuels’ behavior in perspective of GCI engine applications. In this study, the spray characteristics of high reactivity gasoline-like
fuel specially designed for GCI engines were investigated and compared with commercial gasoline fuel under non-reacting
conditions. The new GCI fuel of RON 77 and E10 market gasoline of RON 91 were tested using a high-pressure custom-made
multi-hole injector. The rate of injection, liquid and vapor penetration lengths were measured for both the fuels. It was found that
the spray characteristics of GCI fuel are similar to that of the commercial E10 gasoline under non-reacting conditions.
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1. Introduction

Gasoline Compression ignition (GCI) engines have become a popular topic among engine researchers due to its
potential for very high thermal efficiencies combined with significant reduction in pollution [1]. The development
of GCI engines can help obtain better NOx-soot trade-off as well as lower fuel consumption especially with the help
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of appropriate fuels having shorter ignition delay and lower aromatic content. Therefore, there is a tremendous
interest in developing gasoline-like fuels tailor-made for GCI engine applications. The fuel requirements for GCI
applications are high volatility like gasoline but more reactive than the gasoline i.e., lower octane number. There are
quite a few studies on using high reactivity gasoline-like fuels in GCI engine modes from our research groups in
Saudi Aramco and KAUST [2-6].

The performance of internal combustion engine highly depends on liquid fuel spray atomization as this process
controls the fuel evaporation rate and air-fuel mixing which in turn dictates the emission levels and engine power
output. Therefore, spray characterization of fuel is significant in understanding its combustion behavior in detail [7].
For GCI applications, the required injection pressure is much higher than injection pressure of typical gasoline direct
injection (GDI) injector for appropriate mixture stratification and equivalence ratio due to higher compression ratio
of engine. The fuel spray atomization and air/fuel mixing controls the combustion phasing in GCI combustion
modes [8]. Hence, the study of fuel spray characterization helps in better understanding the spray break-up
phenomena and also provide experimental data for model development and validation. There are few spray
characterization studies of high reactivity gasoline fuel under diesel like boundary conditions but no significant
work has been done to characterize the spray behavior of gasoline-like fuel using gasoline multi-hole injector under
GCT engine conditions [9,10]. Therefore, this study aims to characterize spray behaviors such as rate of injection,
liquid length, vapor penetration under GCI engine operating conditions and create an extensive database for CFD
model developments and validations.

2. Experimental setup and diagnostics
2.1. Fuel injection system

The fuel injection system used in this study consists of a commercial gasoline common rail, solenoid operated
multi-hole gasoline injector and compressed air driven liquid pump. The high-pressure gasoline injector designed
specifically for GCI engine application was provided by Saudi Aramco for research purposes. The injector has 10
holes of diameter 0.165 mm and an outer spray cone angle of 110°. The injector can be operated at a maximum of
500 bar injection pressure. The fuel used in this study is Aramco GCI fuel of RON 77, and commercial E10 gasoline
was used for comparison.

2.2. Rate of injection rig

The rate of injection was measured by using momentum flux principle [11]. The rig shown in figure la consists
of a chamber which can be pressurized up to 15MPa. The chamber has a provision to fit the injector and a
piezoelectric force sensor on the opposite sides. The chamber provides optical access through two windows of size
35 mm in diameter and 22 mm thick placed orthogonally to the injector and the sensor. The optical access helps to
capture the accurate start and end of injection events through high-speed videos. The signal from the force sensor is
amplified through a charge amplifier and acquired using a DAQ card at a frequency of 100kHz. A circular target
was screwed to the sensor tip to capture the entire spray jet. The gap between the injector tip and force sensor
circular target was maintained at 1.5 mm. A total of 50 injections were conducted to obtain the injection rate and its
standard deviation. The entire data acquisition and control were automated through an in-house LabVIEW code. The
total mass of the fuel injected was measured using a mass balance for 100 injections.

2.3. Spray characterization rig

Spray characterization were conducted in a constant pressure vessel as shown in Figure 1b. The vessel is capable
of operating at maximum of 1MPa pressure and 700 K temperature. To measure the actual gas temperature in the
vessel, a rod with four sheathed thermocouples (probes are 12.7 mm apart) is installed through the bottom center
(see Figure 1b) stretching along the vessel axis. The distance between the injector tip and the closest thermocouple
probe is 10 cm. Simultaneous measurements of temperature with all probes showed that the ambient gas is thermally
homogeneous in the vessel along the spray axis. Optical access was enabled by quartz windows installed on three
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sides. Fuel temperature at injector tip was measured with a dummy injector based on the recommendations from the
Engine Combustion Network (ECN) [12,13]. A 3 mm diameter hole is drilled through the axis of the injector, and
the injector is equipped with a type K thermocouple which allows measuring the temperature in the sac volume. A
water cooling house around the injector body and nozzle was implemented to prevent overheating of fuel under
evaporating conditions. The fuel temperature is controlled at 90° C when ambient gas is preheated to 100° C. The
injector is installed such that there are two plumes on the central vertical plane, one on the top and one on the
bottom. A Mie-scatter image was taken from the front view to make sure that the plumes are aligned on the central

plane as shown in Figure 2b. Injector driving current profile is shown in Figure 2a.
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Fig. 2. (a) Injector current profile; (b) Mie-scattering from front

2.4. Imaging system

The Diffused backlit illumination (DBI) method which is based on the extinction of an incident light by the
liquid-phase fuel [14] was used to characterize the liquid penetration length. The homogenous background incident
light is created with a diffuser and a LED light of visible wavelength. Shadowgraph technique is employed to
measure the vapor penetration length of the spray jets. The shadowgraph is the simplest form of an optical system
suitable for observing flow exhibiting variation of the fluid density. The experimental setup for the DBI and
shadowgraph imaging is shown in figure 3. A high-repetition rate camera (Photron SA4) was employed to capture
the spray event at 20 kfps frame rate. The images were then processed with an edge recognition function in
MATLARB following a threshold based binarization of the image. Detailed experimental matrix is shown in Table 1.

Table 1. Experimental conditions.
Methods Fuel Tamb (°C) P (bar) Tse1 (°C) Py (bar) Duration (ms) Repeats
Shadowgraph, Aramco GCI RON77, 21 1,5,10 21 100, 150, 175 10
DBI E10 gasoline 100 90 300
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Fig. 3. Imaging system (a) Diffused back lit illumination technique; (b) Shadowgraph technique

2.5. Image processing

To find the boundary of plumes, the raw image is first converted to grayscale; and then background information
is subtracted; after that, the gray image is binarized using threshold; finally, after applying a median filter, the image
is ready for boundary detection. The post-processing steps are shown in figure 4. The distance between farthest
point and injector tip along injector axis is regarded as penetration length. Vapor penetration and liquid penetration
length were measured from shadowgraph and DBI images, respectively. Based on this definition and post-
processing, the relationship between penetration length and time after the start of injection can be obtained.
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Fig. 4. Image post-processing sequence
3. Results and discussion

3.1. Rate of injection

Figure 5a shows the comparison of injection rate profile between commercial E10 gasoline and Aramco GCI fuel
under non-reacting conditions. It is shown that both fuels exhibit similar rate of injection profiles under all injection
pressure variations. It is also interesting to note that the hydraulic duration decreases as the injection pressure
increases. This might be due to an inherent characteristic of the injector. The cumulative mass calculated from the
injection rate profiles were compared with that of the total mass measured using the mass balance as shown in figure
Sb. The shaded region shows a band of 8% deviation and the symbols represent the cumulative mass against the
mass from the mass balance at different injections pressure keeping the injection duration constant. It can be
observed that the error between the mass measurement using mass balance and the rate of injection rig falls well
within 8% for all the cases reported in this study. This shows that the rate of injection obtained for both fuels was
highly reliable and accurate.

29



1972 Jianguo Du et al./ Energy Procedia 158 (2019) 1968—-1973

30 T
a) P
=25 z
B 1 3
L | Z
& =—— EIOP,, = 300bar zZ
g 15- 8 GCl fuel P,y = 100bar =
s GCl fuel Py = 150bar 2
=10 GCI fuel Py, = 300bar =
2 =
2 H
= s z
<
0 I
o 05 1 15 2 25 3 0 10 20 30 40 50 60
Time ASOE (ms) Mass balance (mg/st)

Fig. 5. Comparison of (a) the rate of injection between E10 gasoline and Aramco GCI fuel at different injection pressures; and (b) the total mass

calculated from injection rate profile and measured by mass balance
3.2. Parametric variations

Comparison of different parameters' influence on penetration length is shown in Figure 6. The comparison
between different injection pressures shows that higher injection pressure leads to longer penetration length. This is
due to the higher momentum of the liquid. With increasing ambient gas pressure, the penetration capability is
weakened.

Liquid penetration at 373 K ambient gas temperature is slightly shorter than that at room temperature of 300 K
due to faster evaporation of liquid fuel. However, the ambient gas temperature at both cases are below the final
boiling point (453.9K) of the fuel and the effect of evaporation rate difference is small. It should be noted that the
difference in penetration is negligible among the two fuels tested in this study due to small density difference and
non-reacting conditions. This can also be ascertained from the rate of injection profiles of the two fuels as shown in
figure 5a. The key parameters that affect liquid spray breakup and penetration length under non-evaporating
conditions are the pressure difference between injection pressure and ambient pressure, and the fuel properties like
density, viscosity, surface tension and volatility. The small difference of fuel properties in these aspects results in
similar spray behavior at a given injection and ambient pressure under non-reacting conditions. Figure 7 shows the
transient spray boundary comparison between the two fuels under investigation. This shows that both fuel exhibit
similar spray structure like its spray penetrations.

m
a) b) Injection pressure €) Ambient pressure d) Ambient temperature  €) Fuel
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Fig. 6. Comparison of a) liquid and vapor penetration of GCI fuel and b-d) effect of injection pressure, ambient pressure, ambient temperature on
vapor penetration of GCI fuel and e) effect of fuel on vapor penetration

4. Conclusions

Spray characterization of gasoline-like fuel specifically designed for GCI applications was done and compared
with that of commercial E10 gasoline using a high-pressure multi-hole gasoline injector. It was found that the rate of
injection of both fuels was very similar due to similar density and viscosity of fuels. It was also interesting to see the
spray characteristics like liquid and vapor penetration length was similar between GCI RON 77 fuel and E10 market
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gasoline fuel under non-reacting spray conditions with various ambient pressure, injection pressure and ambient
temperature. This study provides valuable spray characterization of GCI fuel under non-reacting conditions and
reacting spray measurement is required for complete database to cover various GCI engine operating conditions.
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Fig. 7. Transient spray boundary evolution of a) E10 gasoline fuel b) GCI fuel
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ARTICLE INFO ABSTRACT

Keywords: A comprehensive understanding of ble fuels’ spray beh leads to superior combustion and emission
Microscopic spray characterization characteristics from internal combustion (IC) engines. This study is aimed at investigating the influence of
3’;_:1‘“,"3_’ aphy gasoline and gasohol (E15, M15, and Bul5; 85% v/v gasoline blended with 15% v/v ethanol, methanol, and
cembnu:::j butanol) on macroscopic spray characteristics, followed by IC engine combustion characterization. Macroscopic
FE-SEM - spray investigations were performed at four different fuel injection pressures (FIPs) in a constant volume spray

chamber (CVSC) for oxygenated renewable fuels vis-a-vis conventional fuels. This study was followed by engine
investigations, with a focus on comparative combustion characterization for the test fuels at different load points.
The engine was then optimized to find the maximum brake torque (MBT) timing for all test fuels. Towards the
end, field emission-scanning electron microscopy (FE-SEM) images of soot particles were also presented along
with Energy-dispersive X-ray spectroscopy (EDS) analysis to find trace metals in soot particles. Numerous studies
in the open literature are available wherein researchers have shown that the presence of oxygen in fuel helps
meet stringent legislati h , most studies didn’t investigate the effect of fuel oxygen on spray
characteristics. One of the research questions debated in this manuscript is “how important is macroscopic spray
characteristics, when it comes to using renewable fuels in gasoline direct injection (GDI) engines?” The database
from these experimental investigations of renewable fuels may be vital in simulations of spray and combustion in
the near future for developing efficient and cleaner next-generation IC engines, which is in contrast with previous
researches focused on engine emissions and fuel efficiency improvement alone.

1. Introduction

As emission legislations are becoming increasingly stringent with
time, a potential solution to comply with them could be either by
improving internal combustion (IC) engines through improved engine
design or exploring newer fuels, which contribute lesser to the air
pollution [1,2]. Over the years, gasoline direct injection (GDI) engines
and fuel injectors have undergone exponential improvements in deliv-
ering fuel to the engine combustion chamber at increasingly higher FIPs
[3]. The need for further research in this area arose from complications
in fuel-air mixture preparation at more comprehensive engine operating
conditions for using renewable fuels. Several oxygenated renewable
fuels (Fig. 1) are being explored for IC engine applications for transport
and decentralized power generation sectors. These renewable fuels emit
lower emissions because of the presence of oxygen in their molecular
structure [4-8].

Alcohols are the most potent oxygenated fuels and, when blended

* Corresponding author.
E-mail address: akag@iitl.ac.in (A.K. Agarwal).

https://doi.org/10.1016/j.fuel. 2021.120461

with gasoline, lead to a higher degree of completion of engine com-
bustion, hence lower emissions. Fig. 1 shows various oxygenated fuels as
potential partial/full replacement of conventional petroleum-based
fuels. Many of these alcohols are being investigated by researchers to
evaluate the effect of different engine parameters such as fuel injection
pressure (FIP), engine speed, and engine load on the engine performance
and emission characteristics. Atilla et al. [9] investigated the effects of
blending 5, 10, 15, and 20 vol% methanol with gasoline on the perfor-
mance of a spark ignition (SI) engine. The authors reported that M5
exhibited the best engine performance in terms of brake mean effective
pressure (BMEP), and M20 exhibited the best engine performance in
terms of brake thermal efficiency (BTE). Nauwerck et al. [10] performed
experiments to investigate fuel spray shape in a pressurized constant
volume spray chamber (CVSC) using a multi-hole GDI injector with a
nominal cone angle of 90” at FIP of up to 500 bar using gasoline as a test
fuel. The authors reported that with increasing chamber pressure, spray
penetration length decreased and spray width increased. However, with
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Fig. 1. Oxygenate fuel portfolio for automotive applications.

Table 1

Important properties of constituent fuels [18,19].
Properties Gasoline Butanol Ethanol Methanol
Molecular formula C4-Ci2 CsH100 C2HsOH CHsOH
Density @ 20 °C (g/cm®)* 0.745 0.811 0.79 0.79
Molecular weight (Kg/Kmol) 110 74.12 46 32.04
Viscosity (mm?/s) @40 °Cc* 0.6 2.544 1.08 0.59
Research octane number 95 9% 108.6 108.7
Motor octane number 85 84 89.7 88.6
Cetane number 15 25 8 3
Lower heating value (MJ/Kg) * 427 327 26.8 19.9
Flash-point (°C) —45 to —38 36 8 12
Auto-ignition temperature ("C) 300-400 343 434 470
Boiling point range ("C) 25-215 118 78.4 64.5
Oxygen content (% w/w) < 0.05 21.6 34.8 50
Stoichiometric air/fuel ratio 147 11.2 9.02 6.49
Carbon content (wt. %) 86.4 64.8 525 37.5
Hydrogen content (% w/w) 13.6 13.6 13.1 12,5
Latent heat of vaporization (KJ/Kg) 310-320 716 920 1100
Surface tension @ 27 °C (N/m) 18.93 247 22.05 2218

“Measured at ERL, IIT Kanpur.

Table 2

Comparison of measured important properties of blended test-fuels.
Property Bul5 E15 M15
Calorific value (MJ/Kg)* 41.20 40.31 39.27
Density (g/cm®) @ 30C* 0.755 0.750 0.755
Viscosity(mmz/s) @40°C* 0.891 0.672 0.598

*Measured at ERL, IIT Kanpur.

increasing chamber temperature, spray penetration length increased.
Patel et al. [11] performed spray investigations of Karanja biodiesel
fueled engine and reported relatively lower spray jet penetration length
with increasing ambient pressure. They also reported slower spray
evolution for biodiesels compared to mineral diesel. More details about
spray evolution can be referred to in the open literature [12]. Chen et al.
[13] investigated the effects of blending n-butanol (15, 30, and 50% v/
v) with gasoline and investigated its combustion characteristics in a GDI
engine. The authors reported that with increasing blending percentage
of butanol in gasoline, maximum cylinder pressure (Py,y) and heat
release rate (HRR) increased, and crank angle for Py, advanced. Coo-
ney etal. [14] reported that the highest Py, was exhibited by n-butanol
(100%), probably because of faster n-butanol HRR than gasoline. In
addition to this, Wallner et al. [15] performed experiments and
advanced the spark timing (ST) by 5 CA for gasoline to avoid engine
knocking at a higher engine load due to relatively higher octane rating of
E10. Ethanol had a higher octane number than gasoline; hence the
phenomenon of premature ignition was less probable. Lesser fuel

atomization, dilution of engine oil, and cold-start were the significant
drawbacks of using oxygenated blends/fuels [16]. Charoenphonphanich
et al. [17] studied combustion behavior using pressure-time, rate of
pressure rise (RoPR), and MFB data in a CVCC using 20% and 85%
ethanol-gasoline blends and ethanol vis-a-vis baseline gasoline. They
concluded that as the blending percentage of ethanol in gasoline
increased, combustion characteristics improved. Peak HRR was higher
because of acceleration in the flame evolution process. Wallner et al.
[15] stated that BulO and gasoline were relatively more prone to
knocking at higher engine loads than E10. A possible reason for such a
trend could be higher flame velocity of Bul0 than E10 and baseline
gasoline.

Several researchers have showed that oxygen in the test fuel helped
comply with very stringent emission legislations. However, research
reported in open literature on spray and combustion characteristics of
renewable/oxygenated fuels in a GDI engine is somewhat limited. This
investigation is therefore unique since it aims to understand the physical
mechanisms involved in spray evolution and establish a relationship
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Table 3
Technical specifications of the test engine.
Parameters Specifications
Engine type Gasoline Direct Injection
Number of Cylinder/s 1
Bore/Stroke 86 mm/86 mm
Compression ratio 10.5
Displacement volume 0.5L
Connecting rod length 196 mm

6.28 kW @ 2000 rpm

30 Nm @ 2000 rpm

Six nozzle hole solenoid injector
Direct injection

250 bar

Maximum power
Maximum torque

Fuel injector

Injector type

Maximum fuel injection pressure

between macroscopic spray characteristics and combustion character-
istics of the three oxygenated renewable test-fuels, namely E15, M15,
and Bul5 (85% v/v gasoline blended with 15% v/v ethanol, methanol,
and butanol) vis-a-vis conventional gasoline. Macroscopic spray char-
acteristics, namely spray penetration length, spray area, and shadow-
graphy images of the spray evolution, are reported in this study. GDI
engine’s combustion characteristics using these renewable/oxygenated
were investigated, and the test engine’s MBT timing was optimized.
Important combustion related parameters such as in-cylinder pressure,
HRR, cumulative heat release (CHR), Pmax, maximum HRR (Rpay), start
of combustion (SoC), combustion phasing (CP), combustion duration
(CD), and combustion noise for all test fuels were investigated at
different engine operating conditions. Soot samples from the exhaust of
the engine using different test-fuels were collected on 47 mm quartz filer
papers using partial flow dilution tunnel. Field emission-transmission
electron microscopic (FE-SEM) images of soot agglomerates collected
on the quartz filter paper were captured. Electron dispersive spectro-
scopic (EDS) analysis was performed to qualitatively assess the presence
of various trace metals in the soot agglomerates.

2. Experimental setup and methodology

Two experimental setups for macroscopic spray investigations and
engine investigations were developed and used in this study. Four test
fuels, namely gasoline, E15, M15, and Bul5, were used in this study.
Important properties of constituent fuels are shown in Table 1, and the
measured properties of blended test fuels are shown in Table 2.

Macroscopic spray characterization experiments were performed
under non-evaporating test conditions, at ambient chamber pressure
(unpressurized chamber) at four FIPs (40, 80, 120, and 160 bar).
Schematic of the spray visualization experimental setup is given in
Fig. 2.

The experimental setup for macroscopic spray visualization
comprised of three sub-systems: (i) CVSC, (ii) fuel injection system, and
(iii) spray imaging system. CVSC had optical access from all four sides
via quartz windows, and a six-hole GDI injector was installed on one of
the metallic side flanges, as shown in Fig. 2. The fuel injection equip-
ment comprised of a high-pressure pneumatic amplifier pump (Hy-
draulic Engineering Corporation; L3-04-45), a fuel reservoir (1 L

Table 4
Experimental test matrix.

Fuel 295 (2021) 120461

capacity), high-pressure fuel lines, and an injector driver/controller (NI;
CompactRIO-9022). A standalone direct injection (SADI) system was
used to control the GDI injector using CalView software interface and a
direct current (DC) power supply. Two flicker-free white light sources
(NaBa Green; RDL 24 W) illuminated the fuel spray and droplets, and a
high-speed CCD camera (Photron; Fastcam SA1.1) was used to capture
the spray evolution images in the CVSC. These images were captured
using a high-speed camera at 16,000 frames per second (fps) and then
analyzed to determine various macroscopic spray parameters such as the
spray penetration length, spray cone angle, and spray area.

CVSC experiments were followed by GDI engine experiments, and
the schematic of the engine experimental setup is shown in Fig. 3.

The test engine selected for these experiments was a 0.5L single-
cylinder GDI engine (Mobiltek; GDI 0.5L) with a rated torque of 30Nm
at 2000 rpm. A transient dynamometer (Dynomerk Controls; 6-2013) of
36 kW was used to motor the engine to the desired speed before con-
ducting the experiment. Schematic of the engine experimental setup and
technical specifications of the test engine are shown in Fig. 3 and table 3,
respectively. An open electronic control unit (ECU) (Motec; m400) was
used to change the spark timing (ST), the fuel injection timing, and the
injector pulse width. This GDI injector had 6 nozzle holes. The maximum
FIP achieved with the integrated pump was 250 bar. A peak and hold
current driver (Zenobalti Co.; ZB-5100G) was part of the injector driver
circuit. Engine oil, coolant, and fuel conditioning units (AVL; Fuel Sys-
tem Compact™) were also part of the engine test cell. A partial flow
dilution tunnel was used to collect the particulate samples on a 47-mm
quartz filter paper at a constant engine speed of 2000 rpm for further
morphological investigations.

3. Experimental procedure

Spray evolution imaging at four FIPs (40, 80, 120, and 160 bar) was
done in the CVSC for three gasohol blends vis-a-vis conventional

—e— Gasoline

180 == Bu15 /A
16074 E15 al
- ¥ M15

Temprature (°C)

0 20 40 60 80 100
Fraction Evaporated (%)

Fig. 4. Distillation characteristic curves of the test-fuels.

Experiments FIP (bar) Load (%) Spark Timing ("CA bTDC)

40 80 120 160 20 50 60 80 100 16 20 24 28 32
Macroscopic Spray Evolution v v v v x X X X x x X x X X
Engine Investigations X X v X v X v v v v v v v v
Particulate Morphology x x 4 x x v x x 4 x x v x x
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Fig. 5. Injector calibration curves showing a direct relationship between the quantity of fuel injected and the pulse width of the injector.

gasoline under non-evaporative conditions. Thereafter experimental
measurements were done on an engine operating at 2000 rpm after it
achieved thermal steady-state. The engine load was varied from no load
to full load in steps of 20% for making the measurement of different
parameters. An engine management system (EMS) from MoTeC was
configured to find MBT timing. This was performed by varying the ST
from 16 to 32 CA® bTDC as per the method prescribed by Heywood [19].
Optimum Sol timing of 270 CA® bTDC was used, and stoichiometric
fuel-air mixture was inducted into the engine throughout the experi-
ments. Table 4 shows the experimental test matrix.

During the engine experiments, soot was collected on a 47 mm
quartz filter paper, which was conditioned and then placed inside the
filter holder assembly of the partial flow dilution tunnel. Soot sample
collection duration was d ~ 15 min at each engine operating condition,
and exhaust gas dilution ratio was maintained ~ 15. The dilution ratio
was calculated using the following formula:

Dilution ratio (f) = [undiluted exhaust CO;|
~ [diluted CO, — ambient CO;|

Prior to soot loading, filter papers were conditioned by placing them
in a desiccator for 48 h in order to remove trace moisture content, if any.
After soot loading, the soot laden quartz filters were analyzed using field
emission scanning electron microscopic (FE-SEM) imaging. FE-SEM
(SUPRA 40VP; NTS GmbH) was used to determine the particulate
morphology of the soot sample collected on the filter paper from various
test fuels under varying engine experimental conditions. Soot is essen-
tially non-conductive in nature, which may collect charge during

scanning by the electron beam. Therefore particulate matter (PM)
samples were made conductive by applying a thin layer of gold coating
on them using a sputter coater (Mini Sputter Coater Quorum Technol-
ogy; SC7620), which prevents accumulation of electrostatic charge and
helps achieve excellent images. Thereafter, soot samples were mounted
on a carbon tape, which was put on to the surface of the stub for imaging.
Finally, images were captured at variable pressure mode operating
conditions in the FE-SEM, and scanning electron micrographs were

captured for further analysis.
4. Results and discussion

Results of the experiments are discussed under three headings,
namely: (a) Macroscopic spray characterization; (b) Combustion char-
acterization; and (¢) Particulate morphology characterization.

4.1. Macroscopic spray characterization

Distillation curve of test-fuels and fuel quantity injected per cycle are
critically important parameters, which affect the spray evolution in the
engine combustion chamber, fuel-air mixing characteristics, and
consequent engine combustion and emission characteristics. Therefore
before performing macroscopic spray investigations and spray evolution
using shadowgraphy, distillation curve of different test fuels (Fig. 4) and
injector calibration for finding a relationship between the fuel quantity
being injected by the fuel injector and the injector pulse width (Fig. 5)
was established.
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Fig. 8. Post-processing of spray images using ‘Image J' software for determining macroscopic spray characteristics of gasoline spray at FIP of 160 bar.

Distillation curves for oxygenated test-fuels were below the baseline caused relatively earlier evaporation of lower fractions of these test
gasoline, except for Bul5. Bul5 and baseline gasoline exhibited almost fuels. All test fuels showed relatively lesser differences at lower and
similar distillation characteristics, particularly for higher fractions of the higher distillation temperatures, but this difference was relatively
test-fuel evaporated. Presence of relatively higher oxygen content and higher at intermediate fractions. This may be due to significantly higher
lower boiling points of ethanol and butanol in E15 and M15 may have latent heat of vaporization of primary alcohols compared to gasoline and
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evaporation of most alcohols in the temperature range of 60-70 °C
(Boiling point of primary alcohols). At higher distillation temperatures,
this difference reduces to negligible levels because of complete evapo-
ration of primary alcohols, and only gasoline remaining in the test fuel.
This effect can very well be related to the HRR curves shown later in the
paper (Fig. 13). In a nutshell, gasoline is a multi-component fuel with no
inherent fuel oxygen; therefore, its distillation curve is characteristically
different from gasohols, which contains 15% (by volume) primary al-
cohols. Alcohols , are single component chemicals which have a single
boiling point. Different distillation curves of these test-fuels remain a
critical factor responsible for different combustion behavior of these test
fuels at varying engine operating conditions and these distillation curves
are helpful in explaining the results of engine combustion better.

Fig. 5 shows the quantity of fuel injected at different pulse widths of
the injector at four different FIPs. Mass of fuel injected in 1000 injections
was weighed using a precision weighting balance, and the injection
pulse width was varied from 0.2 to 3 ms. The average fuel quantity
injected in each injection event was plotted for different pulse widths at
different FIPs. To avoid measurement errors, each measurement was
repeated thrice, and the average value was used for the injector cali-
bration curves. For a pulse width of < 0.5 ms, slightly irregular trends
for all test fuels were obtained. However, beyond 0.5 ms pulse width, the
trends were consistent and fairly linear. The injector calibration curves
are important for ensuring that different test fuels with an injection of a
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Fig. 10. Spray penetration length for gasohol at varying FIPs.

different mass of fuel deliver the same fuel energy per injection.
Thereafter, spray experiments for all test fuels were carried out for
macroscopic characterization using the shadowgraphy technique, and
the results of these tests are discussed in the next section.

Fig. 6(a) shows a comparative spray evolution of test fuels at ambient
conditions and FIP of 120 bar. Fig. 6(b) shows spray evolution of gas-
oline at FIPs of 40, 80, 120, and 160 bar. Shadowgraphy was performed
(for the side view) with the first appearance of fuel droplets out of the
injector at 0.062 ms. In Fig. 6(a), sharp spray boundaries were visible up
to 0.437 ms for all test fuels. Spray plume evolution gradually stabilized
at 0.437 ms. Beyond this time, sharp spray boundaries got blurred due to
vortex structures, and then spray droplets mixed with ambient air in the
immediate vicinity of the spray plumes. The occurrence of these struc-
tures is rather stochastic, regardless of the test fuel used. Such a condi-
tion is highly desirable since most fuel droplets mix with ambient air,
and higher surface area of droplets available encourages superior fuel
vaporization and their consequent mixing with the ambient air.

Spray shadowgraphy details are shown in Fig. 7, which are helpful in
understanding Fig. 6(a) and Fig. 6(b). The injected fuel starts vaporizing
from the spray plume surface after the secondary spray breakup. Once
the fuel vaporizes, the vapor phase expands in volume and loses its
momentum due to energy exchange with the surrounding air. Due to
this, the fuel vapors are pushed sidewise by the trailing spray droplets.
Therefore, most fuel vapors were observed at the sides of the spray
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plumes in the early stage of the injection event up to 0.813 ms. Vapor-
ization proceeds from the periphery of the plume, and its degree of
completion depends on the FIP, as seen in Fig. 6(b). The edges seem
“evenly inhomogeneous,” and the plumes are hardly distinguishable at
1.187 ms after the start of injection. Differences in the images at the
same FIP but different test fuels were largely attributed to kinematic
viscosity and surface tension of the test fuel. It is observed that the
differences in sprays with changing FIP were more dominant than that
due to changing test fuels. As the FIP increased, the boundaries tend to
disappear. For lower FIP of 40 bar, the spray boundaries were observed
to be quite sharp in all shadowgraphy images taken from 0.062 ms to
1.187 ms after the start of injection, as seen in Fig. 6(b). As the FIP
increased, this sharpness of boundaries reduced, and vortices were
observed on these boundaries (e.g., at FIP = 160 bar at 0.813 and 1.187
ms). These results indicate that changing FIP significantly changes the
spray plume structure. It is expected that there would be a corre-
sponding change in the fuel-air-mixing characteristics and consequent
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changes in engine combustion and performance characteristics since
larger spray droplets and ligaments get atomized further into finer
droplets at higher FIPs, leading to superior vaporization and conse-
quently improved fuel-air mixing.

With the above understanding of the spray plume boundaries and
different parameters affecting it, the next step is to calculate macro-
scopic spray characteristics such as spray penetration length and spray
cone angle at different FIPs. All these experiments were carried out at
FIPs of 40, 80, 120, and 160 bar with the fuel spray under ambient
conditions. In order to determine macroscopic spray characteristics,
spray images were captured using a high-speed camera and were post-
processed using ‘Image J' software. Important steps involved in the
post-processing of captured images are shown in Fig. 8.

Fig. 8(a) shows a shadowgraphy image of gasoline spray plumes ata
FIP of 160 bar. This image was subsequently converted into a binary
image (Fig. 5(b)). Here, the pixel value of the background region was
represented as “0,” and the spray region was represented as “1”. After
separating the background and the spray regions, boundary pixels of the
spray were identified (Fig. 8(c)). To obtain images with lesser back-
ground noise and enhanced spray boundary, appropriate filters in the
software were used. The enhanced image (Fig. 8(d)) was then used for
determining the macroscopic spray characteristics, namely, spray tip
penetration and spray cone angle. The macroscopic spray parameters
were then plotted and discussed in Figs. 9 and 10.

Fig. 9 shows the temporal evolution of spray cone angle corre-
sponding to E15, M15, and Bul5 vis-a-vis gasoline at four FIPs (40, 80,
120, and 160 bar) in the ambient environment. The evolution of the
spray cone angle is highly dependent on the ‘time after the start of in-
jection’ and is also dependent on the FIP. The research question to be
answered is ‘the importance of comparative spray cone angle in com-
bustion for different test fuels’. At lower FIPs (40 and 80 bar), the spray
cone angle was relatively lower than higher FIPs (120 and 160 bar). At
higher FIPs, the spray cone angle increased, which resulted in broader
sprays compared to lower FIPs. Spray cone angle obtained at FIPs of 80,
120, and 160 bars were relatively more stable and exhibited a consistent
trend compared to 40 bar FIP. This was due to pneumatic pump char-
acteristics. These pumps, when operated at significantly lower FIP, tend
to exhibit relatively lower stability. Increased spray cone angle was
mainly due to longer spray tip penetration. These trends were identical
for all test fuels. Spray cone angle for M15 corresponding to FIP of 80,
120, and 160 bar appear to be the lowest among all test fuel. Different
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spray cone angles at different FIPs and different test fuels affect the
radial distribution of spray droplets. It is an indicator of the extent of air
entrainment in the spray plume. Wider is the spray cone angle; superior
is the fuel-air mixing. A wider spray cone angle encourages more ho-
mogeneous fuel-air mixture formation. In a GDI engine, higher FIP re-
sults in superior fuel spray atomization, which improves the fuel-air
mixing. On the other hand, too high FIP may lead to spray impingement
on the cylinder walls. Overall, it seems that FIP is a dominant factor,
when it comes to ‘evolution of spray cone angle,” and the effect of
different test-fuels is almost negligible compared to varying FIP. At the
same FIP, the effect of the fuel type is not distinguishable and should not
affect combustion. This would be discussed in greater details in the
subsequent section on ‘combustion characterization.’

Fig. 10 shows the spray penetration length of different test fuels at
varying FIPs. As seen in this figure, spray evolves in a relatively shorter
time with increasing FIP for all test fuels. Also, relatively higher FIP
resulted in a larger number of smaller droplets, which increased the
surface area available per unit mass of fuel injected. This helps spray
droplet vaporization due to the availability of larger surface area for
heat exchange. In general, spray tip penetration increases with
increasing FIP for specific pulse width.

At FIP of 160 bar, spray jet penetrations for fully developed sprays
were 79 mm for gasoline, 79 mm for Bul5, 80 mm for E15, and 79 mm
for M15. At FIP of 40 bar, spray jet penetrations of fully developed
sprays were 96 mm for gasoline, 83 mm for Bul5, 89 mm for E15, and
92 mm for M15. At lower FIPs, the spray was fully developed with a
much higher pulse width, in contrast to higher FIPs. At a higher FIP of
160 bar, the difference in spray jet penetration length between the test
fuels reduced, whereas, at a lower FIP of 40 bar, the difference amongst
different test fuels was comparatively higher. Similar to the spray cone
angle, spray tip penetration length may not necessarily play an impor-
tant role for different test fuels, especially at higher FIPs (160 bar).
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4.2. Combustion characterization

Optimum ST plays a critical role in SI engine combustion and affects
their emissions and performance [19]. In order to minimize emissions
and the engine knock, spark retard or knock margin technique were
experimentally investigated here. Heywood and others have described
this technique in detail [19,20], and the same has been implemented in
these experiments. An attempt has been made to correlate results from
the macroscopic spray investigation to the engine combustion charac-
teristics for different test fuels used in this study.

Fig. 11 shows the BTE vs. IMEP curves for gasoline-fueled GDI engine
at different STs varying from 16 to 32° bTDC in steps of 4° CA. BTE
increased in the following sequence: 16, 32, 20, 28, 24°bTDC. The
lowest BTE was observed for 16° bTDC ST, and the highest BTE was
observed for 24°bTDC ST. For 24° bTDC ST, ignition of the fuel-air
mixture takes place sufficiently early in the power stroke in order to
extract the maximum power output. The spray cone angle and vortex
from the spray images can be correlated to this trend at 24°bTDC. As
seen in Figs. 6 and 7 (spray images), sharp boundaries get converted into
a vortex and enhance the mixture formation process in the CVSC at at-
mospheric conditions. At 24°bTDC, most fuel droplets mix with ambient
air, creating a high surface area per unit mass of fuel injected, which
permits superior fuel vaporization. A wider spray cone angle encourages
more homogeneous mixture formation, which leads to higher BTE of the
engine.

Fig. 12 shows variations in the in-cylinder pressure w.r.t. crank angle
degrees (CAD) at different STs. Advancing the ST resulted in relatively
higher peak in-cylinder pressure and relatively earlier peak in-cylinder
pressure (Pp,y). The flame evolution period shortened, whereas the
flame propagation period prolonged with advanced STs. Too advanced
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ST (32° bTDC) slowed down the upward movement of the piston due to
earlier SoC and pressure buildup, which acted against the piston
movement. On the other hand, too retarded ST led to relatively lower
peak pressure on the piston due to retarded combustion (16° bTDC),
hence in both cases, the work done by the burning gases on the piston
would reduce, lowering the BTE of the engine. As the ST advanced, peak
in-cylinder pressure increased and vice-versa.

Fig. 12 showed that for 24° bTDC ST, P,y Was positioned at 16
aTDC. For 24° bTDC ST, ignition of the fuel-air mixture takes place
sufficiently early in the power stroke. By doing so, the maximum power
is extracted by the piston movement. Since most fuel was gasoline
(>85%) in all test fuel blends, there was a relatively very low difference
in the pressure-crank angle diagrams of oxygenated fuels vis-a-vis gas-
oline. However, the effect of oxygenated test fuels on the HRR and CHR
curves was quite significant, as seen in Fig. 13.

Fig. 13 shows the variations of the HRR vs. crank angle at different
STs. Advancing ST promoted more charge to burn closer to the top dead
center (TDC) during the expansion/power stroke, leading to higher
HRR. Retarded ST delayed the combustion, which was clearly noticed in
the HRR curves. Py, slightly reduced with increasing oxygen content in
the test fuels. This happened due to two reasons. The first reason was the
relatively lower blending ratio of oxygenate (15% v/v) in gasohol,
which contributed not so significantly. The second reason was the higher
latent heat of vaporization of gasohol (as discussed in Fig. 3), which
reduced the peak combustion temperature due to the charge cooling
effect [21-24]. Negative HRR was observed for all test fuels due to the
charge cooling effect during the ignition delay period. HRR becomes
positive only after the SoC.

Fig. 14 shows the variations in the Py, and Ry, for different test
fuels at different STs. Both Py, and Ry, gy increased with advancing ST
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Fig. 18. Combustion noise from different test fuels at varying STs.

and reduced with increasing oxygen content in the test fuels. This could
be possibly due to increased turbulence in the combustion chamber and
faster fuel-air mixing at increased engine speed, leading to higher HRR.
Prax Was higher for gasoline, followed by Bu15, E15, and M15. Fuel-air
mixture reactivity played an important role in combustion because
increasing oxygen content of the test fuel led to increased latent heat of
vaporization, which absorbed part of combustion generated heat. This
reduced the rate of chemical reactions, leading to lower Ppax and Riax.
Ruax reached up to ~ 3 bar/CAD at 32 'bTDC, and the minimum value of
Rpax Was — 1 bar/CAD at 16° bTDC.

Fig. 15 shows the variations in SoC, CP, and CD for different fuels at
varying STs. Crank angle position for 10% CHR (CA1o) is referred to as
‘SoC.” SoC is dependent on ST and inherent oxygen content of the test
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fuel. Oxygenated fuels showed relatively retarded SoC compared to
baseline gasoline due to relatively slower fuel-air mixture combustion
kinetics. The presence of moisture traces in methanol and ethanol also
reduced the fuel-air mixture combustion kinetics, resulting in retarded
SoC. Crank angle position for 50% CHR (CAsp) is taken as ‘CP." CP is a
measure of overall CD in an engine cycle. CP is directly linked to com-
bustion efficiency. Combustion efficiency decreased for advanced CP as
well as for retarded CP. Increasing fuel oxygen content resulted in
retarded CP. CP for Bul5 and gasoline were nearly identical. Crank
angle position for 90% CHR (CAg) is referred to as the end of com-
bustion (EoC). CD is estimated by subtracting EoC and SoC and is rep-
resented in °CA. As seen in the literature and observed in these
experimental results, CD was relatively shorter for oxygenated fuels due
to their higher laminar flame velocity compared to baseline gasoline
[25-27]. In GDI engine combustion of all these test fuels, advanced ST
resulted in longer CD and vice-versa. Retarded ST reduced the flame
speed in the engine combustion chamber, but it increased the temper-
ature at the end of the compression stroke, which affected the flame
speed, and reduced the CD.

Fig. 16(a) shows the variations in the in-cylinder pressure vs. crank
angle curves for different test fuels at varying engine loads, and Fig. 16
(b) shows an enlarged view of Fig. 16(a). As expected, Pnax increased
with increasing engine load. Among different test fuels, no significant
variations were observed at lower engine loads. However, at higher
engine loads, M15 exhibited relatively lower Pp,,y. These results can be
correlated very well with the HRR curve shown in Fig. 17.

Fig. 17 shows the variations in the HRR vs. crank angle for different
test fuels at varying engine loads. The variations in the HRR curve for
different test fuels were negligible because the energy content of fuel
injected per cycle was identical. Amongst the test fuels, M15 showed
slightly lower peak HRR. It was noticed that HRR shifted slightly to-
wards the TDC with increasing engine load. A negative HRR curve was
also noticed due to the charge cooling effect of spray droplets. HRR is
largely affected by the physical properties of test fuels, including
inherent fuel oxygen content. Premixed oxygenates in the test fuel
improve the engine combustion [7,28].

Combustion noise is strongly influenced by the engine’s combustion
characteristics. These combustion characteristics depend on various
engine operating parameters such as ST, engine speed, FIP, and so on. In
this study, combustion noise was calculated from the cylinder pressure-
crank angle data.

Combustion noise is attributed to the changes in the cylinder pres-
sure, which makes the engine cylinder “breathe™; thus, noise is radiated
outwards from the outer surface of the engine. To calculate this noise (in
dB), first, a structural attenuation filter was applied to the spectrum of
cylinder pressure data. This filter accounts for the stiffness of the engine
cylinder. Post application of this filter, the noise spectrum was A-
weighted. Fig. 18 shows the variations in combustion noise at different
STs. Oxygenated fuels showed relatively lower combustion noise due to
relatively lower HRR. For baseline gasoline, combustion noise was
relatively higher, which was due to relatively earlier SoC. Earlier com-
bustion caused a pressure rise before the TDC; hence more work was
required to compensate for this loss. Unsteady flow processes in the
engine combustion chamber and increased cylinder pressure rise rate
were the possible sources of this combustion noise. Combustion noise
also fluctuated, when engine operating conditions such as ST, engine
speed, and FIP changed. As discussed in the previous graphs, HRR for
gasohol was relatively lower; hence the combustion noise was also
relatively lower. Fluctuations in the HRR in the engine combustion
chamber was responsible for high-frequency combustion noise as well.
Methanol fuelled engine also exhibited increased unregulated emissions.
Regulated and unregulated gaseous emissions from these test fuels have
been explored in another paper from our group [29].
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Fig. 19a. FE- SEM images of particulates collected from a GDI engine using different test fuels at 50,000x magnification at 50 and 100% engine load.

4.3. Particulate morphology characterization

Figs. 19a, b show the FE-SEM images of particulates collected from a
GDI engine using different test fuels at 50,000x and 400,000 x magni-
fication at 50 and 100% engine load, and Fig. 19(c) shows energy
dispersive X-Ray spectroscopy (EDS) of soot particulates. FE-SEM im-
ages showed that soot particle boundaries were overlapping with each
other, and no clear individual particle boundaries were seen. However,
one could distinguish between the boundaries of primary particles,
which were on the top layer/ surface. A clear difference in particle
concentration and agglomeration was seen in FE-SEM images of gasohol
vis-a-vis baseline gasoline-fueled engine. Gasoline origin particulates
were relatively less agglomerated, and the lump of these particulates
was relatively smaller than gasohol origin particulates at all engine

loads. This may be due to the agglomeration of soot particles, which
formed coherent structures either in the combustion chamber or in the
exhaust manifold before the sampling. In all particulate samples, light
and dark contrast was clearly visible at both magnifications. It was
observed that most particles were not perfectly spherical, and a chain-
like structure was formed by some of these particles. Oxygenated fuels
had a significant effect on the soot morphology and reactivity because
more reactive soot particles tend to burn at the boundaries. Relatively
higher fuel quantity injected at higher engine loads may have resulted in
increased soot concentration from oxygenated fuels. Higher in-cylinder
temperature and pressure in the combustion chamber are responsible for
reducing soot particle size distribution and for agglomeration.

Trace metals have been investigated earlier also and its results are
shown in the open literature, which indicate that trace metals play a
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Fig. 19b. FE- SEM images of particulates collected from a GDI engine using different test fuels at 400,000x magnification at 50 and 100% engine load.

vital role in understanding the composition of soot [30,31]. EDS was
used to quantitatively detect the elemental composition of particulates.
EDS spectra were collected for 50s to minimize the influence of radiation
exposure and potential beam damage. It is important to investigate trace
metals in particulates because they can enter the human respiratory
system and can possibly cross the cell membrane to cause greater
damage to the human health. There are three key sources of trace metals
in the particulates. The first is the fuel, the second is the organo-metallic
additives of the lubricating oil used for enhancing its desirable proper-
ties, and the third is the engine wear debris. Table 5 shows important
elements detected by EDS from the FE-SEM images of the soot particles.

In all these soot samples, C and K were found in the highest concen-
tration. Therefore they exhibited the highest peak in the EDS spectra.
Similar results are reported in the open literature [31] as well. The trace
metals may look the same in different test fuels, but they vary in dis-
tribution among different test fuels. This could be because of the fact
that a minimum of 85% gasoline was still present in each test fuels,
which may have contributed to distinguishable trace metal distributions
in these particulate spectra.
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Fig. 19¢. EDS for test fuels at different engine loads.
Table 5
Trace metals in particulates.

Test Fuel  Trace metals

Gasoline Al Au, Ba, C, Ca, Cd, Co, Cr, Cu, Fe, K, Mg, Mn, Na, Nb, Ni, O, Pb, Pd, Si,

Zn
Bul5 Al As, Au, C, Ca, Cd, Co, Cr, Cu, Fe, K, Mg, Mn, Na, Nb, Ni, O, Pb, Pd, S,
Si, Zn
El15 Al As, Au, C, Ca, Cd, Co, Cr, Cu, Fe, K, Mg, Mn, Na, Ni, O, Pd, S, Si, Zn
M15 As, Au, Br, C, Ca, Cd, Co, Cr, Cu, Fe, K, Mn, Na, Ni, O, Pb, S, Si, Zn

5. Conclusions

Few important conclusions from this study involving macroscopic
spray, combustion, and particulate morphology characterizations of
gasohol fueled GDI engines are as follows: FIP was a dominant factor,
which affected the spray cone angle and spray penetration length to a
great degree, in comparison to different test fuels and pulse widths. The
variations among different test fuels at the same FIP was insignificant. At
relatively higher FIPs, spray cone angle increased, which resulted in
broader sprays compared to lower FIPs. As a result, a wider spray cone
angle produced a more homogeneous fuel-air mixture. The test engine
was optimized for ST, and 24° bTDC was found to be optimum ST. Both
Ppnax and Ry, oy increased with advancing ST and reduced with increasing
oxygen content of the test fuels. Gasohol was found to have relatively
lesser combustion noise because of a relatively longer ignition delay. In
addition, combustion noise correlated very well with HRR and CHR
curves. PM morphology changed with engine operating conditions;
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however, some key similarities and differences among PM emitted from
different test fuels were observed in this study.

Overall, the results of this investigation offer new technological in-

sights to oxygenated fuel operated GDI engine developers and help un-
derstand the effect of spray characteristics of these oxygenated fuels on
engine combustion and particulate morphology, compared to conven-
tional gasoline.
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A numerical framework used to model dense spray flames is proposed. In this framework, the liquid
fuel (acetone) atomization is solved by a detailed high-resolution VOF simulation, and the Eulerian com-
ponents of liquid droplets are transformed into Lagrangian droplets, which are stored in a database at a
certain downstream cross-section. Then, the combustion process is solved by a LES/FPV (flamelet progress
variable) adopting the pre-stored database of Lagrangian droplets (i.e., the position, size, and velocity

Keywords: of each droplet) as the inlet boundary conditions. This framework is a one-way coupling between a

Atomization VOF simulation and a combustion simulation. The validity of this approach is investigated by comparing

Dense spray combustion the computations with the experiments of the Sydney Piloted Needle Spray Burner. The VOF simulation

;IES - shows that the volume flux of the droplets at the nozzle exit fluctuates both temporally and spatially
lamele

E-L transformation
Needle spray burner

and the larger droplets tend to be located away from the center axis compared to the small droplets.
The computed breakup length is in good agreement with the empirical correlation. In the database of
the Lagrangian droplets for the LES/FPV of spray flames, the location of the sampling cross-section, the

sampling time, and the threshold value for Eulerian-Lagrangian (E-L) transformation strongly affect the
properties of the Lagrangian droplets, and are critical for the successful use of the LES/FPV. Two spray
flames with different recess distances are computed using their optimal pre-stored droplets databases
and both show generally good agreement with the experiments in terms of the gas temperature and
droplet size distributions. The spray flame with a longer recess distance, which is more representative of
a dilute spray, is considered to have a longer and wider premixed core than that with a shorter recess
distance representing a dense spray. The discrepancy in the prediction of denser spray flames becomes
more evident leading to over-predictions of gas temperature further downstream. Reasons for this behav-

ior are discussed in the text.

© 2021 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute.

This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0f)

1. Introduction

Owing to the increasing concerns regarding global warming
and a shortage of energy, it is important for energy generators to
achieve a high combustion efficiency and extremely low emissions.
Therefore, liquid fuel spray combustion, which is widely used in
gas turbine, gasoline, diesel, and rocket engines, merits detailed in-
vestigations. Spray combustion includes extremely complex phys-
ical phenomena, starting from the liquid fuel atomization along
with the droplet evaporation and evaporated fuel-air mixing, end-

* Corresponding author.
E-mail address: wen.jen.66m@st.kyoto-u.acjp (J. Wen).

https://doi.org/10.1016/j.combustflame.2021.111742

ing up with combustion. Therefore, the complexity involved makes
it difficult to clarify the detailed mechanism and relevant models
underlying spray atomization and combustion.

As mentioned by Masri [1], studies on spray combustion are
generally classified into dense and dilute sprays. In the latter case,
the spray dynamics associated with atomization is neglected. In
a dense spray region where atomization occurs, many generated
droplets make it difficult for experimental diagnostics to acquire
sufficient information [2], thereby leaving the atomization process
unclarified, and hence the dense spray region remains vague nu-
merically [e.g, 3-30] and experimentally [e.g., 31,32-37,38]. For
dilute spray flames, fuel sprays are regarded as a cluster of indi-
vidual droplets and are then solved by the Lagrangian approach to
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consider an interaction with the surrounding gas phase. However,
the Lagrangian approach still has difficulty in providing the initial
droplet size distribution near the nozzle exit owing to the abun-
dance of interplayed phenomena, namely, the processes of primary
breakup, secondary breakup, and droplet coalescence/collision [e.g.,
39,40-46,47].

To investigate such spray combustion located in the dense
regime, Masri et al. [e.g., 48,49,50] at the University of Sydney
designed a canonical platform that can supply various spray inlet
conditions, which is called the Sydney Piloted Needle Spray Burner
(referred to as the Sydney Burner, hereafter) to stabilize repeat-
able turbulent spray flames by placing two concentric tubes within
the pilot annulus. By varying the recess distance, which refers to
the distance between the liquid fuel jet nozzle to the pilot out-
let, different types of sprays can be reproduced. However, there
haven't been any attempts to use a numerical simulation to cou-
ple the combustion process with the beginning atomization pro-
cess together.

The purpose of this study is, therefore, to propose a numerical
framework to model the coupling of atomization and combustion
of dense spray flames while maintaining reasonable computational
cost. Results are compared with experimental data obtained from
the Sydney needle burner [49,50]. The concept is as follows. The
liquid fuel atomization is solved by a detailed numerical simula-
tion, in which both continuum gas and liquid phases are strictly
solved in a Eulerian framework, and the Eulerian components of
the liquid droplets are transformed into the Lagrangian droplets
at a certain downstream cross-section, i.e., sampling cross-section,
whose information is stored in database. Then, the combustion
process is solved by a large eddy simulation (LES) with a flamelet
model adopting the pre-stored database of Lagrangian droplets,
namely, by a one-way coupling between a VOF simulation and a
combustion simulation.

2. Mathematical models

In this work, all computations are performed using an unstruc-
tured LES solver, i.e., the FrontFlow/Red extended by Kyoto Univer-
sity [23,51,52].

2.1. Governing equations for dense spray region

In the dense spray region where the atomization process oc-
curs, liquid and gas continuum phases are treated as incompress-
ible fluids and are both solved in a Eulerian framework. Their gov-
erning equations solved in this region include the conservation
equations of mass and momentum as follows,

pvu=0, (1)

p(%?ﬂ:-vu)=—vP+v-(2uS)+Fn+g. (2)

Here, p is the local density, u the velocity vector, P the pressure,
 the viscosity, S the rate-of-strain tensor S;; = (d;u; + 9;u;)/2, and
F, is the source term of surface tension calculated by the contin-
uum surface force (CSF) model [53].

The high-resolution interface capturing (HRIC) scheme [54] is
implemented into the volume of fluid (VOF) method in order to
capture the gas-liquid interface and the atomization process, where
the VOF advection function takes the following form Albadawi
et al. [55],

v

St VY Hun(1-y) v =0, 3)
where, v is the VOF value within each grid, and um = u, — ug is
the compressive velocity. The subscripts I and g refer to liquid and
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gas phases, respectively. The compressive velocity is considered
only for the gas-liquid interface in the normal direction to avoid
a dispersion of the VOF value. This additional compressive term
helps retain the mass conservation and convergence for the VOF
advection. It also facilitates the simulation of a multiphase flow
with a large liquid/gas density ratio. Because the present study is
performed in cylindrical coordinates with unstructured grids, the
HRIC scheme is implemented instead of the coupled level-set and
VOF method, which avoids the unnecessary complexity induced by
the use of the level-set method.

A tagging method [56] is then utilized to transform the Eule-
rian liquid parts at a specific downstream cross-section into the
Lagrangian spherical droplets with the droplet properties such as
the position, size, and velocity, which are saved in a database (re-
ferred to as E-L tagging and E-L transformation, respectively, here-
after). Then, the stored Lagrangian droplets are utilized as the inlet
boundary conditions for the combustion process.

2.2. Governing equations for dilute spray region

The combustion process occurring in the dilute spray region is
modeled by a LES, utilizing the governing equations for the mass,
momentum, and energy, and the detailed information can be found
in studies [24,28,30]. To include the detailed chemical kinetics, a
non-adiabatic version of flamelet/progress variable approach (FPV)
[52,57] is used for the modeling of the turbulence-chemistry inter-
action, which results in the solution of the following equations,

0p o

50 TV (P =S5, (4)
—5’);+v-<puu)=—vP+v-(r+rsgs)+Sp... (5)
aph oo o
T"’V‘(puh)=V'[p(Dth)]+th+de+sph‘ (6)
WL o (s 50, 92

=tV (PUl) =v-[pDz v )]+ vz + Sez. (7)
apC o e i i

- TV (PO =v - [6Dc vOl+ vhc + pec, (8)

where, the overbar, —, denotes the filtered mean value, and the
tilde, ~, denotes the Favre averaged value. Ty, = / (ilit — i) is the
subgrid term of the stress tensor, h the enthalpy, Z the mixture
fraction. The mixture fraction is defined as the mass fraction of fuel
stream, such that Z=1 means a fuel stream and Z =0 means an
oxidizer stream. Following the work [52,57], the progress variable
C is defined as the summation of combustion products, i.e., C=
Yi,0 +Yu, +Yco, +Yco. Y is the mass fraction of chemical species.
Dy, Dz, and D¢ are diffusion coefficients of h, Z, and C, respectively.
Dy is the gaseous thermal diffusivity given by D, =4/(pcp), Dz
and D¢ are obtained by assuming the unity Lewis number. A is
the heat conductivity, ¢, is the specific heat capacity at constant
pressure. gy, gz, and qc are the subgrid-scale (SGS) scalar fluxes,
Gy = p(iip —ugp), (¢ =h,Z,.C). Qyq is the radiation heat loss mod-
eled by the weighted sum of gray gases (WSGG) model [58]. & is
the source term of reaction progress variable. The eddy viscosity
approximation is used to determine the r and q as follows,

Tgs = pe[(vil) + (viD)")], 9)

Gy = b v . (10)
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where, 11, and «; denote the turbulent viscosity and eddy diffu-
sivity, respectively, and are generally related in the formulation as

= 11¢/(pSc) with a constant Schmidt number of Sc =04 [59],
where i, is determined by the dynamic Smagorinsky-Lilly model
[60].

A non-adiabatic flamelet/progress variable approach (FPV),
which can consider the effect of the heat loss caused by the la-
tent heat of spray vaporization and radiation, is used. In order to
generate the flamelet library, the following flamelet equations de-
pending on the unity Lewis number assumption with heat loss are
solved as follows,

W px %,

PS5t~ 7 a7 =0 an
AT  pyx [T 1 9cpdT P Y, KBW px | 0T
pﬁ’T(ﬁ*&azaz) 27(— az)(1 ,,)ﬁ
+ cl Z hyoy + Gloss = 0. (12)

L
z a 3
Qloss = - > hyaoy. (13)
k

where, the subscript k denotes the chemical species, y is the scalar
dissipation rate, @ the reaction rate of species k, T the gas tem-
perature, W the mean molecular weight of mixture, c,; the spe-
cific heat capacity of species k at constant pressure, q, . the heat
loss, « the heat loss rate parameter which can be varied from 0 to
1. Then a four dimensional flamelet library is obtained as,

¢ =¢Z2.272.C. Ah), (14)

where, Z"2 is the variance of mixture fraction, Ah is the enthalpy
defect due to heat loss, ¢ is the flame properties such as gas tem-
perature, species mass fraction, and reaction rate. Here, the adia-
batic enthalpy hq_is calculated by Eq. (16) by assuming Ah =0, i.e,
he =h(Z,27,C, Ah = 0), and thus the enthalpy defect Ah can be
calculated by Ah = h, — h, where h is determined with Eq. (6).
The influence of the evaporating droplets on the carrier gas
flow is considered using the Particle-Source-In Cell (PSI-Cell)
method [61]. Sp, Spu, Spp. and Sz, which are the source terms for
the mass, momentum, enthalpy, and mixture fraction originating
from the dispersed droplets, respectively, are given as follows,

1 dmd

So=—5p > (15)

S (16)
N

Sin =2 > Bl (17)

Spz = AV Z dmd for fuel, (18)

where, AV is the volume of the unit grid, N is the number of
droplets in the grid, and my, uy, and h, are the mass, velocity, and
specific enthalpy of the droplet, respectively.

Considering the non-equilibrium Langmuir-Knudsen evapora-
tion model [24,62], the governing equations used to track the
droplet profiles such as the position, x4, velocity, u,, temperature,
Ty, and mass, my, are given,

dXd

- = (19)
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duy f1

a - (" ug), (20)
dl; _Nu( ¢ f dmg \ Ly
W—Tm(m)( )T~ Td“— @ ) (21
dmy  Sh my

a7 —In(1+ By), (22)

Here, fi and f, are the correction coefficients for the Stokes
drag and heat transfer for the evaporating fuel droplet, t, is the
particle response time [13,63], T the gas temperature, L, the la-
tent heat of evaporation at Ty, ¢, and ¢,y the specific heat of
gas and fuel droplet, the Nusselt number and Prandtl number
Nu=2+0.522Re}/*Pr'”* and Pr= pucp/2, the Sherwood number
and Schmidt number Sh =2 +0.552Re}/’Sc'/ and Sc=p1/(pDy).
the mass transfer number By = (Yrs — Yr)/(1 — Yr5). The detailed
information of the droplet evaporation model can be found in our
previous studies [24,46,64,65]. The employed secondary breakup
model is the Taylor analogy breakup (TAB) model [66].

3. Computational setup
3.1. Computational domains

A numerical framework is proposed in the present study, where
the spray atomization and the subsequent combustion are simu-
lated using different methods following an assumption that these
two sub-processes usually occur in separated domains. Therefore,
two computational domains are adopted and are marked as atom-
ization and combustion domains, respectively, as shown in Fig. 1.
In Fig. 1(a), the part depicted by the black line is the Sydney
Burner, which consists of two concentric tubes, 1 and 2, sur-
rounded by a pilot tube, 3. The inner tube, 1, is the liquid fuel noz-
zle with an inner diameter of D, =0.686 mm and wall thickness
of 0.381 mm, and the outer tube, 2, is the air stream nozzle for
the liquid fuel atomization with an inner diameter of D; = 10 mm
and wall thickness of 0.5 mm. The pilot tube, 3, is used to sup-
ply the hot combustion products through an inner diameter of
Dp =25 mm and wall thickness of 0.2 mm. The concentric tubes
are adjustable such that the distance from the liquid fuel nozzle to
the pilot outlet is variable, enabling the Sydney Burner to supply
a dense or dilute spray for the combustion. The distance is called
the recess distance and is referred to as Lr in the present and re-
lated studies [e.g., 48,49,50], ranging from O to 80 mm. The present
study selected two different flame cases, N-AF8-25 and N-AF8-80
which hold different Lr values, Lr = 25 and 80 mm, respectively.

However, for the atomization computation, the case of Lr =
80 mm requires a much higher computational cost than that of
Lr =25 mm. Therefore, only the N-AF8-25 case atomization pro-
cess is calculated, which is depicted by the solid and dotted blue
lines in Fig. 1(a), and is shown in Fig. 1(b) in detail. The atom-
ization domain consists of a region with a wall boundary having
a length of 25 mm corresponding to the experimental recess dis-
tance and a free boundary of 25 mm. Two atomization-combustion
coupling (ACC) planes are set in the atomization domain. These are
utilized to transform the Eulerian components into the Lagrangian
droplets and serve as the inlet boundary conditions for the com-
bustion simulation. To investigate the influence of different ACC
positions on the E-L transformation, one plane is set at 5 mm up-
stream of the pilot outlet (ACC1) and the other is 5 mm down-
stream of the pilot outlet (ACC2).

The combustion domain is depicted by the red line in Fig. 1(a),
the details of which are presented in Fig. 1(c). The entire combus-
tion domain holds a diameter of D, = 104 mm. In the axial direc-
tion, the inlet boundary is placed at the ACC plane, whose distance
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Combustion domain

Atomization domain

ACC plane
~
\
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B¢

(a) Computational domains of atomization and combustion. 1, 2, and 3 refer to

liquid fuel nozzle, air stream nozzle, and pilot tube, respectively and ACC refers
to atomization-combustion coupling plane

Atomization stream

Free
L,=25
g ACC2
- Pilot outlet
Wall ACClI
L,=25 mm
D,;=0.686 mm
Dg 10 mm

(b) Computational domain of atomization

Fig. 1. Schematics of computational domains.
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D,= 104 mm

Atomization stream
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- |Pilot stream

Atomization stream

(¢) Computational domains of combustion (left: N-AF8-25; right: N-AF8-80)

Fig. 1. Continued

to the pilot outlet is marked as L,. Since the recess distance of N-
AF8-25 and N-AF8-80 are adjusted to 25 and 80 mm to produce
dense and dilute sprays, L, holds two values of 10 and 65 mm
for N-AF8-25 and N-AF8-80, respectively, and the other parameters
L, =1000 mm, I3 = 75 mm, and Ly = 135 mm are kept the same
in both cases.

The cylindrical coordinate system with the unstructured grids
is utilized for both atomization and combustion simulations. The
atomization computational domain has a total of 24.6 million grid
points, with a non-uniform mesh size ranging from 8 to 100 um
in the radial direction, and a uniform mesh size of 100 um in
the axial direction. The combustion computational domain has a
total of 18 million grid points, with an increasing mesh size of
0.13 to 3 mm in the radial direction, and a variable mesh size of
0.15 to 3.5 mm in the axial direction. In addition, the Hinze scale
Ny = U/(pgué ) in the atomization computation is estimated to be
8.54 ym and the mesh size holds 1-10 ny. As suggested in our
previous study [46] and regarding this simulation reaches to the
experimental scale, it could be considered as a high-resolution VOF
simulation.

3.2. Computational conditions

For the atomization computation, the temperature and pres-
sure are set to room temperature and atmospheric pressure, and
hence, both the liquid fuel and air have a temperature of 300 K,
which can be regarded as a cold state for only atomization, ne-
glecting the evaporation effect. Therefore, the air viscosity, jig, is
181 x 10-5 Pa s, and liquid viscosity, p;, is 3.33 x 10~ Pa s,
the liquid-gas surface tension, o, is 2.37 x 10-2 N/m. At the inlet,
both the liquid and carrier gas velocities, u; and ug, are assigned
as 2.57 m/s and 48 m/s with a flat laminar velocity profile, respec-
tively, according to the experiments [49,50]. Thus, in both config-
urations, i.e., N-AF8-25 and N-AF8-80, the dimensionless param-
eters, including the aerodynamic Weber number, We = p,u2D,/a,
evaluated as 80, the liquid jet Reynolds number, Re; = 4161, as well
as the carrier gas Reynolds number, Reg = 31,823, are close to the

Table 1
Parameters for atomization simulation.

Physical properties

Liquid fuel Acetone
Gas&Air

Liquid nozzle diameter, D; (mm) 0.686
Liquid jet velocity, u; (m/s) 257
Liquid jet viscosity, u, (Pas) 333 x 104
Liquid jet density, p; (kg/m?) 786

Liquid jet temperature, T; (K) 300

Liquid jet Reynolds number, Re; (—) 4161

Gas jet diameter, Dy (mm) 10

Gas jet velocity, ug (m/s) 48

Gas jet viscosity, pg (Pas) 1.81x 1073
Gas jet density, p, (kg/m?) 1.20

Gas jet temperature, T, (K) 300

Gas jet Reynolds number, Reg (—) 31.823
Liquid-gas surface tension, o (N/m) 237 x 102

Ambient pressure, P (MPa) 0.1
Aerodynamic Weber number, We () 80

experimental conditions, as shown in Thomas and Lowe’s works
[49,50]. The parameters used in the atomization computation are
shown in Table 1.

After the atomization computation, the droplets are trans-
formed into the Lagrangian droplets, which are stored in a
database for the following combustion computation. Droplets
recorded at the ACC plane of the atomization domain are directly
injected into the combustion domain at the ACC plane at a fixed
time step determined by satisfying the step interval of the com-
bustion computation, which are explained in the following section.
When these cold Lagrangian fuel droplets flow out of the nozzle
and face the hot pilot gases, combustion occurs after the evapora-
tion and mixing with the combustion products from the pilot that
is in the stoichiometric condition and has a velocity of 1.5 m/s.
Two different gas velocity profiles: (1) a uniform flat gas velocity
that equals to 48 m/s; (2) a gas velocity profile extracted from the
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Fig. 2. Algorithm of E-L tagging method.

atomization computation, are performed to study the influence of
different inlet gas velocity profiles.

The flamelet calculations for the flamelet library generation are
conducted with FlameMaster code [67]. The numbers of grids set
for Z, 22, C, and Ah are 100 x 20 x 100 x 10. The reaction mecha-
nism for acetone/air combustion proposed by Pichon et al. [68] is
employed, which consists of 81 species and 416 reactions.

The computational cost for single realization of atomization and
combustion simulations, performed on the Kyoto University Super-
computer (Cray XC40), are around 430k core-hours (840 h in real
time using 512 cores) and 250-370k core-hours (230-340 h in real
time using 1088 cores), respectively.

4. Results and discussion
4.1. Atomization and E-L transformation

In the experiments of the dense sprays, it is difficult to acquire
confident droplet size distribution owing to the diagnostics limita-

tion. In fact, Lowe et al. [50] reported that large numbers of lig-
aments and irregular shaped objects are formed before secondary
breakup. Those ligaments and irregular shaped objects are consid-
ered to more likely increase the turbulence in the flow field. Al-
though such liquid ligaments and irregular shaped objects are also
observed in the present simulation, those are forced to be trans-
formed into Lagrangian sphere droplets using a E-L tagging method
owing to the limitation of the consideration of those shapes. The
influence of this will be discussed later.

The E-L tagging method is used to recognize the dispersed Eule-
rian components generated by the primary breakup during the at-
omization process and transfer their properties into the Lagrangian
droplets, which are later directly placed in the computational do-
main to replace the Eulerian components. To simply explain the
E-L tagging method employed in the present study, 2-dimensional
schematics are given as shown in Fig. 2. First, a threshold for the
tagging method should be artificially given, with which the cells
satisfying the criterion would be tagged and then become one
part of a transformed Lagrangian droplet. In the present study, the
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components and Lagrangian droplets are colored by velocity).

volume fraction of gas phase VOID =1— v, is used for the tag- markers are switched to red markers to represent the inside of
ging method, and hence the threshold for the VOID value is set as the tagged droplet as shown in Fig. 2(c). By looping the steps from
VOID;. (b) to (c), a droplet would be filled by red markers and no further

For a cell satisfying VOID < VOID,,;, it would be tagged by a neighboring cells could be tagged by blue markers, then all mark-
red marker as shown in Fig. 2(a). The surrounding cells are then ers are switched to red markers as shown in Fig. 2(d), which would
checked and also the cells satisfying VOID < VOID,,; are tagged by later be tagged by a specific marker such as 1 shown in Fig. 2(e).
blue markers, which represent the edge of the tagged droplet as By employing the steps from (a) to (d), all the dispersed Eulerian
shown in Fig. 2(b). Later on, the cells neighboring the edge of the components would be tagged by the specific markers such as 1, 2,
tagged droplet are checked and tagged by blue markers to rep- and 3, as shown in Fig. 2(e). Then the details of each tagged Eu-
resent the new edge of the tagged droplet, and the original blue lerian component would be further checked. For example, for 3 in
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Fig. 2(e), some cells in it are neighboring the wall boundary such
that the detailed information could not be further checked, which
makes 3 unable to be recognized as a Lagrangian droplet as shown
in Fig. 2(f). Some more complex situations are provided in Fig. 2(g),
for example, how to deal with the cells marked by the question
marks since they should belong to two individual droplets, or how
to deal with the dispersed component with extremely slim struc-
ture marked by the red rectangle. Therefore, for more interests of
this tagging method, please refer to the work of Herrmann [56],
Zuzio et al. [69] as well as our previous work [46].

In the present study, the E-L transformation is triggered only
if the Eulerian droplet passes through the ACC plane, as shown
in Fig. 1(b), which is a cross-section at the downstream region in
the atomization computational domain. Therefore, a buffer region
is created upstream of the ACC plane, and the Eulerian compo-
nents in this buffer region that can pass through the ACC plane
within one sampling time interval are transformed into Lagrangian
droplets and then saved in the database for subsequent combus-
tion. Because the computational time interval used for the com-
bustion simulation is 1 x 10-> s, and that for the atomization sim-
ulation is 5 x 10-8 s, the sampling time interval is thus set as 200
steps of the atomization computation, that is, 1 step of the com-
bustion simulation.

Figures 3 and 4 show comparisons of the position, size, and
axial velocity between the Eulerian components and the trans-
formed Lagrangian droplets. Generally, a good agreement is ob-
served. Specifically, it can be seen that the Lagrangian droplets
with a red color match the large Eulerian components in both the
droplet position and size. A good match is also shown for the small
droplets with a green color. Such an agreement of the axial veloc-
ity profiles can also be found in Fig. 4. Therefore, the present E-L
tagging method can work properly to transform Eulerian compo-
nents into the Lagrangian droplets.

4.2. Atomized droplets database

4.2.1. Database concept and droplet size distribution

To confidently build a database serving as the inlet bound-
ary conditions for the combustion computation, the critical factors
affecting the atomization properties should be carefully checked.
The present E-L tagging method includes three important parame-
ters, ie., the downstream distance from the fuel nozzle to the ACC
plane, Z,, the threshold value of the E-L tagging method, and the
total sampling time for recording the droplets profiles. Regarding
the downstream distance Z,, with a smaller Z,, where the liquid
jet is not fully developed, the E-L tagging method cannot transform
the ligaments and irregular shaped objects into larger Lagrangian
blobs, which is unrealistic, resulting in mass loss; however, with
a larger Z,, where less ligaments exist and Eulerian droplets are
easily transformed into the Lagrangian droplets, the E-L tagging
method also loses its accuracy owing to the numerical diffusion
since the cells might hold diffused VOF values and the unexpected
transformed Lagrangian droplets. Therefore, two different ACCs, i.e.,
one is 5 mm upstream of the pilot outlet (ACC1) and another is
5 mm downstream of the pilot outlet (ACC2), which are shown
in Fig. 1(b), are exhibited to check the confidence of the position.
On the other hand, considering the threshold values used in the
E-L tagging method, a larger threshold, which can recognize the
tiny Eulerian droplets, increases the risk of numerical error caused
by numerical diffusion, some of which are simply numerical noise
and referred to as fake droplets. However, a smaller threshold ne-
glects those droplets with a small scale in comparison to the local
grid size, losing realistic small droplets, which have a significant
influence on the subsequent evaporation and combustion proper-
ties. Thus, three different thresholds, VOID,,; = 0.9, 0.95, and 0.99,
are selected and their validities are examined. Hence, four different
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Fig. 5. Atomization behavior and the Eulerian components distributions at ACC1
and ACC2 (VOID,,; = 0.9).

databases can be acquired, as presented in Table 2. Note that the
atomization simulation is only calculated once under the condition
shown in Table 1, and the droplet databases are obtained during
the simulation by setting different ACCs and thresholds.

Figure 5 shows the atomization behavior in the front view and
at the cross-sections of ACC1 and ACC2, the colored surface of
which is the iso-surface of the E-L tagging method threshold of
0.9, i.e., the liquid-phase volume fraction of the grids is larger than
10%. The liquid column starts to show instability around the down-
stream at z/Dg = —2.25, and twists at approximately z/Dg = —1.75.
When it passes z/Dg = —1.5, a breakup behavior can be observed.
The liquid column becomes discontinuous, and smaller droplets
and some ligaments and irregular shaped objects can be found
around the z/D; = —1.0. Beyond z/Dy = —0.5, most of the visible
liquid phase is due to dispersed droplets, which tend to flow away
from the center axis. By comparing the cross-sections of ACC1 and
ACC2, the existing droplets are found to be denser at ACC1, and the
downstream droplets at ACC2 reach further in the radial direction.

Figure 6 shows the droplet profiles in different databases, plot-
ted with droplet diameters which are binned over 10 pm interval
for droplets up to 50 pm, 20 pum interval for droplets from 50 to
150 pm, and 50 pm interval for droplets with size above 150 pm.
For Fig. 6(a), with the ACC plane going downstream and increas-
ing the threshold of the E-L tagging method, the peak of the PDF
value changes from 70 to 30 um. By comparing the droplet size
distributions of A1 and A2 in three different clusters, i.e., 0-50 pm,
50-150 um, and 150-200 pm, there are few differences between
both cases, indicating occurrences of further breakup. Moreover,
the threshold of the E-L tagging method seems to have a more sig-
nificant influence on the droplet size distribution than the ACC po-
sition by comparing the differences between A2 and A4 as well as
Al and A2. By applying a larger threshold, more droplets with the
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Table 2
Datab. acquired in lati
Database ~ ACC plane  Threshold for E-L transformation  Volumetric particle loading
Al ACC1 09 740
A2 ACC2 0.9 9.28
A3 ACC2 0.95 9.84
A4 ACC2 0.99 11.22
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Fig. 7. Radial distributions of droplet size in (a) D32 and (b) Dy for different atomization databases (A1-A4).

diameter less than 50 um seem to be captured with the value of
0.99. By comparing the total droplet volume of different databases
shown in Fig. 6(b), all databases show a similar total droplet mass,
which means that almost of the Eulerian components are captured
by the present E-L tagging method. In addition, one thing worth
noting is that for a large Lagrangian droplet, which might be com-
parable to the mesh size, the mass and momentum interactions
between gas phase and the Lagrangian droplet are decided by the
surrounding cells instead of the local cell such that the Lagrangian
droplet could be still considered as a point by the PSI-Cell method.

Because this study is focused on dense spray, the volumetric
particle loading of droplets in the computational domain is further
checked, as shown in Table 2. Here, the ratio of droplet distance
and droplet diameter is presented instead of simple volume frac-
tion, which can refer to as Syd in Elghobashi’s work [70], where,

S indicates the distance between the centers of two neighboring
droplets, and d denotes the diameter of droplet. With S/d = 10, the
two-way coupling method could be employed in this study instead
of four-way coupling. When the ACC plane is set further down-
stream, the droplets can reach further in the radial direction, which
can refer to the cross-sections of ACC1 and ACC2 in Fig. 5, and thus
A2 shows a larger value than Al, indicating a more dilute spray
compared with Al

4.2.2. Droplet spatial and temporal size distributions

In traditional combustion simulations, the sizes of droplets is-
sued from the inlet boundary are often given using a simple at-
omization model or a presumed droplet size distribution. In this
study, on the other hand, those are taken from a database resulting
from the atomization computation. Therefore, the sampling time of
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Fig. 8. Time variations of droplet volume through ACC1 plane for the database Al: (a)in total, (b) each quadrant.

atomization computation should be carefully discussed. To obtain a
symmetrical flame structure without any preferences in any direc-
tions, the spatial distribution of the droplets must be checked such
that the position profile should be spatially homogeneous with-
out any biases in any directions. For example, many more larger
droplets can be found in 7 <6 <3 /2 and fewer droplets can be
found in 0 <@ < 7 /2 at ACC1, and larger droplets are observed on
the right side at ACC2, as shown in Fig. 5, thus the droplets distri-
bution shows some preferences if the sampling time is insufficient.

The complexity of the azimuthal homogeneity analysis in-
creases if the droplet size is further considered. Figure 7 shows

the Sauter mean diameter (D;;) and arithmetic mean diameter
(Dyo) radial distributions obtained from the different databases.
The droplet size for either D;, or Dyq increases as the droplets flow
further away from the central axis, which means that the droplet
size has a strong correlation with the radial distribution, and thus
it is sufficient to base the analysis for azimuthal homogeneity on
investigating the droplet size with different angles ¢ in the radial
plane. The droplet size can be used to represent the radial dis-
tance between the droplet and the center axis, and the angle 6
can be used to represent different radial directions. In addition, re-
ferring to the experimental study [50] based on the Sydney Burner
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of N-AF8-25 and N-AF8-80, which only supplies the D3, distribu-
tions along the center axis (see Fig. 12), Ds, is always less than
60 um. Given that the database of A4 holds the D, value less than
60 pm, whereas those of other three cases are larger than 60 pm,
the database A4 provides a better droplet size distribution accord-
ing to the experiment.
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Fig. 11. Conducted cases and schematic of locations of recess distance, Lr, and ACC
planes, Zucc, for combustion in detail.

To obtain a sufficient number of reliable data for a homoge-
neous analysis, the sampling time and interval are discussed. The
sampling interval is set 1 x 10-° s, which is 200 steps for the at-
omization computation and 1 step for the combustion computa-
tion, and thus the combustion simulation can simply read the data
in a step-by-step manner. Figure 8 shows the time variations of
droplet volume through ACC1 plane and through each quadrant
of ACC1 plane, from the 120,000th step, in which the liquid jet
is thought to be fully developed and starts to steadily breakup, to
the 300,000th step, which is thought to be long enough for sam-
pling. Five periods can be observed in Fig. 8(a) showing that the
atomization process holds a periodic characteristic with breakup
and non-breakup periods. In Matas's study [71,72], the frequency
of the liquid jet breakup is found to have a strong relation to the
gas and liquid velocities as well as the nozzle size, and the empir-
ical correlations are shown as follows.

S,
f= (,/Zf—séug +u,)/Dg. (23)
5= vo/max(%). (24)

where § is the thickness of the vorticity layer, v denotes the radial
velocity, and v, is the radial velocity measured near the Sydney
Burner nozzle, e.g., z/Dy = 0. The thickness of the vorticity layer of
liquid and gas phases, §, and & are directly acquired in the simu-
lation. By this correlation, the calculated result is 547 Hz, and the
mean period shown in Fig. 8(a) is simply calculated as 556 Hz.
Therefore, the present detailed numerical simulation and the E-
L tagging method are considered to be reasonable to reproduce
the atomization phenomena. Figure 8(b) shows the variations of
droplet volume through each quadrant of ACC1 plane, and it could
be observed that the droplet volume of each quadrant shows to-
tally different values in different breakup periods. For example,
for the quadrant of 37 /2 — 2, it holds larger values in the later
time in each breakup period except for the 3rd period between 3
and 5 ms. Figure 9 also shows the time variations of D3, and Dy
through each quadrant of ACC1 plane in each a half breakup pe-
riod. It could be observed that the values of D3, and Dy, in each a
half breakup period are totally different such that the droplet sam-
pling time for acquiring a homogeneous distribution need to be
further checked.

By comparing the D;; and Dy, distributions in Fig. 7, the
droplet size has a strong correlation with the radial distance, that
is, the closer the droplets to the center axis, the smaller the
droplets are. Therefore, the angle 6 in the radial plane and the
droplet size can be used to analyze the droplet spatial distribution
by the Chi-square homogeneity check, the detail of which can be
found in Appendix A.

Table 3 shows the calculated chi-square values of the database
A1l with a sampling time starting at the 120,000th step and end-
ing up with the 300,000th step, covering five full-breakup peri-
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Table 3
Chi-square homogeneity check for the database Al.
Al 0-m/2 nR2-7 T -3m/2 3m/2-2m Total
0-50 pm 0.12 027 4.88 1.77 7.04
50-150 pm 0.11 0.02 0.78 0.16 1.07
150-300 pm 0.56 022 0.80 1.32 29
Total 0.79 0.51 6.46 3.25 11.01

ods. Compared to other cells, there is an odd value particularly
larger than the others, which is marked as red in 7 <6 <3m/2
with a diameter of less than 50 pm. It means that in the region
7 <6 < 3w /2, more droplets with a diameter of less than 50 pm
exist compared to the other three regions. Because the number of
droplets with diameter of less than 0-50 um is very small in the
database Al (see Fig. 6(a), black line), it is reasonable to observe
such a bias that some region holds a different number of droplets
because the droplets generated by the breakup fluctuate spatially
and temporally. However, the total value of this case is 11.01, which
is less than the critical value of 12.59, ensuring that the spatial dis-
tribution of the droplets has no obvious bias by sampling the five
breakup periods from the 120,000th step to the 300,000th step.
Figure 10 shows the total values of each database by employing
different sampling times from one to five periods. The total val-
ues of Al and A2 continue decreasing when the sampling time is
increased from one to five periods, out of which the total values
of A4 continue fluctuating because the number of small droplets
with a diameter of 0-50 pm of A4 is larger than those of the other
three cases, thus those odd values (an example is shown in red in
Table 3) are decreased such that the total value is much smaller
than those of the other three cases. By sampling five breakup pe-
riods, all four databases hold reasonable total values to ensure the
azimuthal homogeneity, and the sampling time is thus selected to

be five breakup periods from the 120,000th step to the 300,000th
step.
In total, for the atomization computation, the physical time is
15 ms, in which the first 6 ms is used for the liquid jet develop-
ment to reach a steady state, and the last 9 ms is used for the
droplet database sampling discussed in this section. For the com-
bustion computation, the physical time is 100 ms such that the
particle injection is cycled about 11 times.

4.3. Combustion characteristics

4.3.1. Simulation cases and flame features

As mentioned in Section 3.1, two different configurations, N-
AF8-25 and N-AF8-80, are utilized with representative recess dis-
tance of 25 mm and 80 mm. In addition, two different inlet gas ve-
locity profiles, one flat and the other extracted from the atomiza-
tion computation, are incorporated to study the sensitivity of the
dense spray flame to the inlet boundary conditions. Further, con-
sidering the computational cost, out of the four databases of Al
to A4 two databases, A1 and A4, are selected to investigate the
influence of the droplet inlet boundary conditions on the flame
characteristics because A1, A2, and A3 display similar droplet size
profiles of D3, and Dy, whereas Al holds different gas velocity
compared to A2-A4. Therefore, a total of six cases are discussed as
shown in Table 4, Fig. 11 provides a clear schematic of the con-
ducted six cases. The orange lines depicted in the figure indicate
the ACC planes, where the droplets are recorded in the atomiza-
tion computation and are applied in the combustion computations
as the inlet boundary conditions. In addition, the axial distance of
the ACC plane Z,. relative to the pilot outlet, is displayed for a
better understanding.

In dense sprays, laser diagnostic measurements are difficult ow-
ing to the co-existence of liquid fragments and abundant atomized
droplets, which reflect and absorb the light. Therefore, a chirped-
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probe-pulse femtosecond coherent anti-Stokes Raman spectroscopy sprays with ethanol and acetone fuels. The gas temperature dis-
(CPP-fs-CARS) with a repetition rate of 5 kHz was employed by tributions in both the dense and dilute sprays with the acetone
Thomas and Lowe [49,50] to measure the gas temperature distri- fuel are considered in this work to validate the proposed numeri-
bution based on the platform of the Sydney Burner, which sup- cal simulations.

plies various gas temperature profiles ranging from dense to dilute
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Table 4
Conducted cases for combustion simulation.
Case  Velocity profile ization datab C
1 Flat Al Dense
2 Atomization Al (N-AF8-25)
3 Atomization A4
4 Flat Al Dilute
5 Atomization Al (N-AF8-80)
6 Atomization A4

Figure 12 shows the instantaneous gas temperature profiles and
fuel droplets distribution for Cases 3 and 6. The double reaction
zone, where a premixed core is inside a surrounding non-premixed
zone, can be observed. The premixed cores are extended in both
the span and axial directions despite the recess distance changes
from 25 to 80 mm. Meanwhile, each temperature iso-surface in
Case 3 is shorter than that of Case 6, which means that the di-
lute spray (Case 6) with a longer recess distance can enhance the
mixing and combustion processes.

4.3.2. Comparisons with experiments

Figures 13 and 14 show the radial distributions of the time-
averaged and RMS of gas temperature at different axial down-
stream locations, z/Dg =3, 5, 10, and 20, where the experimen-
tal data are compared with simulations of Cases 1-6 detailed in
Table 4. The influences of the inflow gas velocity profiles and in-
flow droplet profiles are discussed.

The computed results of the mean gas temperature depict a
symmetric unimodal distribution at different axial locations, and at
the downstream of z/D; = 20, the peak temperature is suppressed.
However, based on the experiments at z/Dg = 20, the symmetric
unimodal distribution is absent for the dense case, and is still
distinguished in the dilute case. The reason for this difference is
thought to be the result of a higher proportion of fragments and
filaments presented in the dense case [49,50], which leads to a
less stable and lower mean temperature. By contrast, at the up-
stream locations of z/D; = 3, the flame is more dominated by the
pilot flame such that the reaction zone is less affected by the spray
properties and a similar temperature profile is observed for both
dense and dilute flame cases. Regarding the simulation results, the
atomization velocity presents its priory in comparison to the flat
one, showing a good agreement with experiments at the upstream
region. Even for the z/D; = 10 of the dilute cases, the tempera-
ture distribution still matches very well. For both cases with at-
omization velocity profiles, the temperature distributions do not
show much difference though the Ds,, D;,, and PDF distribution of
droplet diameter show a significant difference (see Figs. 6(a) and
7(b)). However, some discrepancies can still be observed, i.e., cases
with atomization gas velocity and smaller droplets (Cases 3 and
6) have intermediate values between the cases with flat gas veloc-
ity and larger droplets (Cases 1 and 4), and cases with atomization
gas velocity and larger droplets (Cases 2 and 5). This is because the
turbulence generated by the primary breakup during the atomiza-
tion process of Cases 3 and 6 (5 mm downstream of the pilot out-
let) is weaker than that of Cases 2 and 5 (5 mm upstream of the
pilot outlet), but stronger than the flat ones. In addition, the differ-
ence disappears when the recess distance is increased from 25 to
80 mm based on a comparison of the differences between a dense
spray (Cases 2 and 3) and a dilute spray (Cases 5 and 6) because
the ACCs, where the turbulence in the atomization computation is
recorded, are 5 mm upstream and 5 mm downstream of the pilot
outlet for a dense spray, but are 60 and 50 mm upstream of the
pilot outlet for a dilute spray, as shown in Fig. 11. Therefore, the
difference in turbulence owing to different ACCs finally disappears
at the pilot outlet for a dilute spray.
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An obvious discrepancy is seen between the simulation re-
sults and the experimental data at the downstream location of
z/Dg =20 of a dense spray, where the temperatures of simula-
tion are overpredicted. In contrast to which, in a dilute spray, the
temperature profiles of simulation match those of experiment very
well and only drift away at the downstream location of z/Dg = 20,
which is still not that obvious compared to that in a dense spray.
The good agreement in the upstream region is due to the well-
controlled boundary conditions which are also the interest of the
present study. In addition, a suitable flamelet model or a better
combustion mechanism may help to improve the difference ob-
served in the downstream region for the dilute spray. However, for
the great discrepancy in the dense spray, the situation is totally
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Fig. 17. Comparison of streamwise distributions of time-averaged droplet sizes (D3; and Do) and gas temperature at different radial locations of r/D; =0, 04, and 0.6
between combustion simulation and experiment for Cases 3 and 6. Only droplets diameter less than 0.1 mm are counted.

different. According to the experiment [50], a speculation is pro-
posed that the combustion is finished in the downstream location
of z/Dg = 20 even there exists fuel droplets such that the temper-
ature distribution does not present the symmetric unimodal distri-
bution. On the other hand, the combustion is still happening in the
simulation such that an overestimation as well as a totally differ-
ent structure could be observed. The dense spray region has much
more larger ligaments and irregular shaped objects that cannot be

consumed, and those larger liquid components generated by the
primary breakup easily cause more unpredicted turbulence when
they flow downstream and breakup into smaller droplets. There-
fore, the local flow field is extremely unstable in the downstream
region, which is different from the upstream region where the dis-
turbances of those ligaments and irregular shaped objects have not
developed. Therefore, the burning process might not occur much or
just be finished, while the fuel is still present there, resulting in a
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lower local temperature distribution. However, in the present sim-
ulation, the larger ligaments and irregular shaped objects are just
simply transformed into Lagrangian droplets, failing to consider the
realistic interaction between the gas phase and liquid fuel, as well
as the further breakup behavior. Therefore, the Lagrangian droplets
continue to be consumed when they reach further downstream,
ensuring a continuous burning without any negative influences on
the combustion, and thus a higher temperature distribution could
be observed. However, the unstable flow field caused by those liga-
ments and irregular shaped objects may have significant influences
on the fuel droplet evaporation and fuel vapor heat release. An-
other possibility is that the larger ligaments and irregular shaped
objects tend to disperse further in the radial direction and thus
the heavier ligaments and irregular shaped objects finally fall when
they flow out of the flame zones. However, the total energy of the
simulation is conserved such that the temperature distribution of
the experiment is lower than that of the simulation.

The profiles of the RMS of gas temperature show a twin peak
on the both sides of the centerline until z/Dg = 10, which is less
distinct for the dense case. This twin peak structure is also well-
captured by the present study for all six cases, and the Cases 3
and 6 still have the intermediate values. The computational results
show a reasonable match with the experiments near the center
axis, and some discrepancies away from the center axis. In the ex-
periment work, the temperature is strongly affected by the pilot
flame in the outer space, such that the temperature distribution
out of —1.25 < r/Dg = 1.25, outside the edge of the pilot flame,
presents some discrepancies. In addition, owing to the larger lig-
aments and irregular shaped objects mentioned in the last para-
graph, it is difficult to capture the accurate temperature distribu-
tions in the dense spray cases. Therefore, the discrepancies tend
to become eliminated when the recess distance is increased from
25 to 80 mm around the nozzle centerline from r/Dg =-1 to
r/Dg =1, except for the location at z/Dg = 20, where the combus-
tion of dense spray in the experiment is considered to be com-
pleted.

Figures 15 and 16 show the distributions of the time-averaged
and RMS of gas temperature until the downstream location of
z/Dg =50 for all six cases. It can be seen that, compared to the
results on the assumption of a uniform inlet boundary condition,
the use of inlet velocities determined from the atomization com-
putation can enhance the mixing and establish the combustion at
the most upstream locations. On the other hand, the profiles of the
fluctuating temperature indicate that the differences of droplets in
databases A1 and A4 may not have a significant influence on the
combustion characteristics when comparing Cases 2 and 3 as well
as Cases 5 and 6. In addition, the symmetrical flame structures in
all cases prove that the droplet databases sampled from the atom-
ization computation have no biases in any directions. This confirms
that the proposed sampling method coupling the atomization and
combustion computations is successful.

Figure 17 shows the streamwise distributions of the time-
averaged droplet sizes (D3, and D,,) and gas temperature of Cases
3 and 6 at different radial locations of r/D; =0, 0.4, and 0.6 in
comparison with the experiment results. Due to the limitation
of the experiment measurement of Phase Doppler Anemometry
(PDA), the measured droplet size is limited to 100 pm. Therefore,
the calculations of D3, and D,, omit the Lagrangian droplets with a
diameter of larger than 100 pm. However, the droplet size distribu-
tions between simulation and experiment still show large discrep-
ancies, and the discrepancies might result from two reasons from
the views of simulation and experiment. From the view of simula-
tion, the E-L transformation utilized in the present study might im-
properly transform the larger ligaments and irregular shaped ob-
jects into Lagrangian droplets leading to an increment in droplet
size. From the view of experiment, the PDA has severe criterion to
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measure sphere droplets and most sphere droplets holds relatively
smaller diameter to maintain the shape, which leads to a decrease
in droplet size. However, there are still some shared properties for
the droplet size in simulation and experiment. Both D3, and Dy
increase from center to side despite increasing the recess distance
from 25 to 80 mm. For the dense spray, the D, values increase
slightly further downstream from z/Dg = 0.4-20, whereas for the
dilute spray, the D3, values decrease slightly from z/Dg = 10-20,
which also match the experiment results at the radial locations
of r/Dg =0.4 and 0.6. The Dy, values of the simulation keep in-
creasing in a dense spray and keep fluctuating in a dilute spray,
whereas the D, values of the experiment keep fluctuating in a
dense spray and keep increasing in a dilute spray. This opposite
development is considered to be a result of omitting the larger
Lagrangian droplets artificially. Since Dy, is more affected by the
portion of small droplets, and the measured droplets in the ex-
periment tend to hold smaller diameter whereas the transformed
droplets in the simulation may hold larger diameter, hence it is
difficult for the simulation to predict the Dy, values. Regarding the
temperature development along with the axial direction, the di-
lute spray is considered to have a good agreement with the exper-
iment at different radial locations. Whereas, for the dense spray,
even good agreement can be observed at the center axis, it fails
to capture the downstream temperatures especially for the outer
locations of r/Dg = 0.6. This is probably because of insufficiency of
the consideration of effect of liquid ligaments and irregular shaped
objects existing away from the center axis, as mentioned before.

5. Conclusions

In this study, a numerical framework which is a one-way cou-
pling between a VOF simulation and a combustion simulation was
proposed, and the validity was investigated for the dense spray
flames. Atomization was simulated by a detailed high-resolution
VOF simulation, in which both continuum gas and liquid phases
were strictly solved in a Eulerian framework, and the Eulerian
components of the liquid droplets were transformed into the La-
grangian droplets at a certain downstream cross-section, i.e., sam-
pling cross-section, whose information was stored in the database.
Then, the combustion process was solved by a LES/FPV adopting
the pre-stored database of Lagrangian droplets (i.e., the position,
size, and velocity of each droplet) as the inlet boundary condi-
tions. Computations were validated against measurement made in
the Sydney Piloted Needle Spray Burner, which can generate both
dilute and dense spray flames by varying the recess distance from
the liquid fuel jet nozzle to the pilot outlet.

Regarding the detailed high-resolution VOF simulation of lig-
uid fuel atomization, the volume flux of the droplets at the exit
of the nozzle was observed to fluctuate both temporally and spa-
tially, which meant that there exist periods of breakup and non-
breakup during the atomization process. It was also found that the
breakup period was in good agreement with an existing empiri-
cal correlation, and that, compared to the small droplets, larger
droplets tended to be located away from the center axis. Mean-
while, in the database of the Lagrangian droplets for the LES/FPV of
spray flames, the location of the sampling cross-section, sampling
time, and threshold value for a Eulerian-Lagrangian (E-L) trans-
formation were found to strongly affect the properties of the La-
grangian droplets, and to be critical for the success of the use of
the LES/FPV of present spray flames.

By use of the optimal pre-stored droplets database, the re-
sults of LES/FPV of two flame cases with different recess distances
showed generally similar trends with the experiment in terms of
the gas temperature and droplet size distributions. The spray flame
with a longer recess distance, which represents a dilute spray, was
considered to have a longer and wider premixed core than that
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with a shorter recess distance representing a dense spray. This
behavior is believed to be due to the enhanced mixing between
the evaporated fuel and oxidizer. For the dense spray flame, the
discrepancy in the gas temperature between the prediction and
experiment tended to become more evident, and when moving
downstream, the over-predictions were observed. This was consid-
ered to be attributed to the fact that for the LES/FPV of the dense
spray flame, the relatively large and non-spherical liquid compo-
nents were regarded as the Lagrangian spherical droplets in the
present E-L transformation, and therefore, their further breakup
and influence on the turbulence development and flame evolution
were neglected.

In summary, the numerical framework proposed in this study is
capable of reproducing the spray atomization and the gas temper-
ature distributions in dilute spray flames of Sydney Piloted Nee-
dle Burner with a relatively low computational cost and without
any atomization model or presumed initial droplet size distribu-
tion. Some failures of gas temperature distributions in dense spray
flames and droplet size distributions are discussed in detail which
requires further investigations. The improvement of the E-L tagging
method in generating droplet databases for relatively dense sprays
merits future work.
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Appendix A. Details of Chi square homogeneity check for
droplet spatial distribution analysis

The homogeneity analysis for droplet spatial distribution is dis-
cussed in details. As mentioned in Section 4.2.2, the angle ¢ in the
radial plane and the droplet size can be used to analyze the droplet
spatial distribution. The space can be divided into four mathemat-
ical quadrants, ie, 0<6 <m/2, 7/2<6 <m, m =6 < 37/2, and
37m/2 <6 <2m, to check the preference in different radial direc-
tions, and the droplet size can be divided into three clusters, i.e.,
0-50 pum, 50-150 pum, and 150-300 pm to check the distance bias
in a certain radial direction. The Chi-square homogeneity validation
is a method generally used to analyze the data homogeneity in dif-
ferent clusters, and the data can be regarded as homogeneous if
the accumulated value is satisfied. First, the degree of freedom for
the Chi-square is calculated as df = (row — 1) x (col — 1), where df
indicates the degree of freedom, row is the number of rows, with
three droplet size clusters herein; col is the number of columns,
ie., the 4 mathematical quadrants, as shown in Table 3. There-
fore, the degree of freedom is df = (3—1) x (4—1) =6. The crit-
ical value (with 95% confidence level) under a degree of freedom
of 6 can be found to be 12.59 according to the statistics, which
means that if the total value of all cells is less than 12.59, then
the data can be confirmed to have a 95% possibility to ensure the
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azimuthal homogeneity of the droplet distribution. The calculation
algorithm is very simple, which is briefly introduced. For the cell i
in a certain row and column, there is a statistic F by counting the
number of droplets which satisfy the conditions (i.e,, droplet size
and angle), and thus a total value of the row or column can be
calculated. Based on the statistic of cell i and total values of rows
and columns, the expected value of cell i could be calculated as E;.
Then, the total value of all cells, X2, of one database can be cal-
culated as X2 =1L, ((E; — F)?/E?). By using this Chi-square ho-
mogeneity check, if the total value is less than the critical value
of 12.59, it can be said that the droplets are homogeneously dis-
tributed in the four mathematical quadrants (0 <6 < /2, m/2 <
6 <m, m=0 <3m/2, and 3w /2 <6 <2m) with smaller droplets
close to the center axis and larger droplets away from the center
axial such that the database can be considered to have no special
preferences existing in a specific direction.

References

[1] A.R. Masri, Turbulent combustion of sprays: from dilute to dense, Combust. Sci.
Tech. 188 (2016) 1619-1639.

[2] M. Linne, Imaging in the optically dense regions of a spray: a review of devel-
oping techniques, Prog. Energy Combust. Sci. 39 (2013) 403-440.

[3] H. Chiu, T. Liu, Group combustion of liquid droplets, Combust. Sci. Tech. 17
(1977) 127-142.

[4] A. Umemura, Interactive droplet vaporization and combustion: approach from
asymptotics, Prog. Energy Combust. Sci. 20 (1994) 325-372.

[5] S. Li, Spray stagnation flames, Prog. Energy Combust. Sci. 23 (1997) 303-347.
[6] E. Gutheil, W. Sirignano, Counterflow spray combustion modeling with de-
tailed transport and detailed chemistry, Combust. Flame 113 (1998) 92-105.

[7] AY. Klimenko, R.W. Bilger, Conditional moment closure for turbulent combus-
tion, Prog. Energy Combust. Sci. 25 (1999) 25-62.

[8] V. Gopalakrishnan, ]. Abraham, Effects of multicomponent diffusion on pre-
dicted ignition characteristics of a n-heptane diffusion flame, Combust. Flame
136 (2004) 557-566.

[9] H. Pitsch, M. Ihme, An Unsteady/Flamelet Progress Variable Method for LES of
non-Premixed Turbulent Combustion, AIAA Paper No. 2005-557.

[10] J. Reveillon, L. Vervisch, Analysis of weakly turbulent dilute-spray flames and
spray combustion regimes, J. Fluid. Mech 537 (2005) 317-347.

[11] M. Nakamura, F. Akamatsu, R. Kurose, M. Katsuki, Combustion mechanism of
liquid fuel spray in a gaseous flame, Phys. Fluids 17 (2005) 1-14.

[12] J. Reveillon, FX. Demoulin, Evaporating droplets in turbulent reacting flows,
Proc. Combust. Inst. 31 (2007) 2319-2326.

[13] H. Watanabe, R. Kurose, S.M. Huang, F. Akamatsu, Characteristics of flamelets
in spray flames formed in a laminar counterflow, Combust. Flame 148 (2007)
234-248.

[14] N. Abani, A. Munnannur, R.D. Reitz, Reduction of numerical parameter depen-
dencies in diesel spray models, ]. Eng. Gas Turbines Power 130 (2008) 032809.

[15] Y. Baba, R. Kurose, Analysis and flametlet modelling for spray combustion, J.
Fluid. Mech. 612 (2008) 45-79.

[16] M. Ihme, Y.C. See, Prediction of autoignition in a lifted methane | air flame us-
ing an unsteady flamelet/progress variable model, Combust. Flame 157 (2010)
1850-1862.

[17] R. Bilger, A mixture fraction framework for the theory and modeling of
droplets and sprays, Combust. Flame 158 (2011) 191-202.

[18] K. Luo, H. Pitsch, M.G. Pai, O. Desjardins, Direct numerical simulations and
analysis of three-dimensional n-heptane spray flames in a model swirl com-
bustor, Proc. Combust. Inst. 33 (2011) 2143-2152.

[19] MR. Turner, S.S. Sazhin, J]. Healey, C. Crua, S.B. Martynov, A breakup model
for transient diesel fuel sprays, Fuel 97 (2012) 288-305.

[20] C. Bajaj, M. Ameen, J. Abraham, Evaluation of an unsteady flamelet progress
variable model for autoignition and flame lift-off in diesel jets, Combust. Sci.
Tech. 185 (2013) 454-472.

[21] S. Ukai, A. Kronenburg, O.T. Stein, LES-CMC of a dilute acetone spray flame,
Proc. Combust. Inst. 34 (2013) 1643-1650.

[22] S. De, SH. Kim, Large eddy simulation of dilute reacting sprays: droplet evap-
oration and scalar mixing, Combust. Flame 160 (2013) 2048-2066.

[23] S. Tachibana, K. Saito, T. Yamamoto, M. Makida, T. Kitano, R. Kurose, Experi-
mental and numerical investigation of thermos-acoustic instability in a liquid-
fuel aero-engine combustor at elevated pressure: validity of large-eddy simu-
lation of spray combustion, Combust. Flame 162 (2015) 2621-2637.

[24] T. Kitano, K. Kaneko, R. Kurose, S. Komori, Large-eddy simulations of gas- and
liquid-fueled combustion instabilities in back-step flows, Combust. Flame 170
(2016) 63-78.

[25] L Ma, D. Roekaerts, Numerical study of the multi-flame structure in spray
combustion, Proc. Combust. Inst. 36 (2017) 2603-2613.

[26] B. Wang, A. Kronenburg, G.L. Tufano, O.T. Stein, Fully resolved DNS of droplet
array combustion in turbulent convective flows and modelling for mixing filed
in inter-droplet space, Combust. Flame 189 (2018) 347-366.

[27] A. Pillai, R. Kurose, Combustion noise analysis of a turbulent spray flame using
a hybrid DNS/APE-RF approach, Combust. Flame 200 (2019) 168-191.

65



ARTICLE IN PRESS

J. Wen, Y. Hu, T. Nishiie et al.

[28] Y. Hu, R. Kurose, p ixed and premixed fl lets LES of partially pre-
mixed spray flames using a two-phase transport equation of progress variable,
Combust. Flame 188 (2018) 227-242.

[29] Y. Hu, R. Kurose, Partially premixed flamelet in LES of acetone spray flames,
Proc. Combust. Inst. 37 (2019) 3327-3334.

[30] Y. Hu, R. Kai, R. Kurose, E. Gutheil, H. Olguin, Large eddy simulation of a par-
tially pre-vaporized ethanol reacting spray using the multiphase DTF/flamelet
model, Int. J. Multiph. Flow 125 (2020) 103216.

[31] Y. | A. Taylor, ] H. i , Mass flux, mass fraction and concen-
tration of liquid fuel in a swirl-stabilized flame, Int. J. Multiph. Flow 20 (1994)
233-259.

[32] G. Chen, A. Gomes, Dilute laminar spray diffusion flames near the transition
from group combustion to individual droplet burning, Combust. Flame 110
(1997) 392-404.

[33] M. Alden, ]. Bood, Z. Li, M. Richter, Visualization and understanding of combus-
tion processes using spatially and temporally resolved laser diagnostic tech-
niques, Proc. Combust. Inst. 33 (2011) 69-97.

[34] D Cavaliere, ]. Kariuki, E. Mastorakos, A comparison of the blow-off behaviour

irl-stabilized i P ixed and spray flames, Flow Turbul.
Cambust 91 (2013) 347 372

[35] M. Chrigui, J. Gounder, A. Sadiki, ]. Janicka, A.R. Masri, Acetone droplet be-
havior in reacting and non reacting turbulent flow, Flow Turbul. Combust. 90
(2013) 419-447.

[36] H. Luo, K. Nishida, S. Uchitomi, Y. Ogata, W. Zhang, T. Fujikawa, Effect of tem-
perature on fuel adhesion under spray-wall impingement condition, Fuel 234
(2018) 56-65.

[37] A. Verdier, J.M. Santiago, A. Vandel, G. Godard, G. Cabot, B. Renou, Local ex-
tinction mechanisms analysis of spray jet flame using high speed diagnostics,
Combust. Flame 193 (2018) 440-452.

[38] LA. Mulla, G. Godard, G. Cabot, F. Grisch, B. Renou, Quantitative imaging of
nitric oxide conc ion in a turbulent -heptane spray flame, Combust. Flame
203 (2019) 217-229.

[39] D.R. Guildenbecher, C. Lopez-Rivera, P.E. Sojka, Secondary atomization, Exp.
Fluids 46 (2009) 371-402.

[40] X. Jiang, G. Siamas, K. Jagus, T. Karyiannis, Physical modelling and advanced
simulations of gas-liquid two-phase jet flows in atomization and sprays, Prog.
Energy Combust. Sci. 36 (2010) 131-167.

[41] M. Herrmann, Detailed numerical simulations of the primary atomization of a
turbulent liquid jet in crossflow, J. Eng. Gas Turbines Power 132 (2010) 061506.

[42] N. Ashgriz, Atomization of a liquid jet in a crossflow, AIP Conf. Proc. 1440
(2012) 33-46.

[43] X. Li, M.C. Soteriou, Detailed numerical simulation of liquid jet atomization in
crossflow of increasing density, Int. J. Multiph. Flow 104 (2018) 214-232.

[44] A. Umemura, J. Shinjo, Detailed SGS atomization model and its implementation
to two-phase flow LES, Combust. Flame 195 (2018) 232-252.

[45] T.-W. Lee, J.E. Park, R. Kurose, Determination of the drop size during atomiza-
tion and liquid jets in cross flows, At. Sprays 28 (2018) 241-254.

[46] J. Wen, Y. Hu, A, ishi, R. Kurose, ion and evaporation process
of liquid fuel jets in crossflows: a numerical study using Eulerian/Lagrangian
method, Int. J. Multiph. Flow 129 (2020) 103331.

[47] A. Pillai, J. Nagao, R. Awane, R. Kurose, Influences of liquid fuel atomization and
flow rate fluctuations on spray combustion instabilities in a backward-facing
step combustor, Combust. Flame 220 (2020) 337-356.

[48] ).D. Gounder, A. Kourmatzis, A.R. Masri, Turbulent piloted dilute spray flames:
flow fields and droplet dynamics, Combust. Flame 159 (2012) 3372-3397.

[49] LM. Thomas, A. Lowe, A. Satija, AR. Masri, R.P. Lucht, Five kHz thermometry
in turbulent spray flames using chirped-probe pulse femtosecond CARS, part I:
processing and interference analysis, Combust. Flame 200 (2019) 405-416.

[50] A. Lowe, LM. Thomas, A. Satija, R.P. Lucht, A.R. Masri, Five kHz thermometry
in turbulent spray flames using chirped-probe pulse femtosecond CARS, part
II: structure of reaction zones, Combust. Flame 200 (2019) 417-432.

Combustion and Flame XXX (XXXX) XXX

[51] H Moml R. Kurose, H. Watanabe, Y. Yano, F. Akamatsu, S. Komori, Large-eddy
of Spray ¢ ion in a subscale aircraft jet engine com-
bustor-predictions of NO and soot concentrations, ]. Eng. Gas Turbines Power

135 (2013) 091503.

[52] A. Kishimoto, H. Moriai, K. Takenaka T. Nishiie, M. Adachi, A. Ogawara,
R. Kurose, Application of a b flamelet/prog iable approach
to large eddy simulation of H/0; c under a pressurized condition,
J. Heat Transf. 139 (2017) 124501,

[53] J.U. Brackbill, D.B. Kothe, C. Zemach, A continuum method for modeling surface
tension, J. Comput. Phys. 100 (1992) 335-354.

[54] S. Muzaferija, M. Peric, Computation of free-surface flows using interface-
tracking and interface-capturing methods, in: 0. Mahrenholtz, M. Markiewicz
(Eds.), Nonlinear Water Wave Interaction, Computational Mechanics Publica-
tions, Southampton (1998), pp. 59-100.

[55] A. Albadawi, D.B. Donoghue, AJ. Robinson, D.B. Murray, YM.C. Delauré, Influ-
ence of surface tension implementation in volume of fluid and coupled vol-
ume of fluid with level set methods for bubble growth and detachment, Int. J.
Multiph. Flow 53 (2013) 11-28.

[56] M. Herrmann, A parallel Eulerian interface tracking/Lagrangian point particle
multi-scale coupling procedure, ]. Comput. Phys. 229 (2010) 745-759.

[57] CD. Pierce, P. Moin, Progress-variable approach for large-eddy simulation of
non-premixed turbulent combustion, J. Fluid Mech. 504 (2004) 73—97

[58] N. Lallemant, A. Sayre, R. Weber, ion of i for
H,0-C0,-N, fair mixtures and coupling with solution methods of the radiative
transfer equation, Prog. Energy Combusr 22 (1996) 543-574.

[59] H. Pitsch, H. Steiner, Large-eddy si ofa piloted h air
diffusion flame (Sandia flame D), Phys. Fluids 12 (2000) 2541.

[60] DK. Lilly, A proposed modification of the Germano subgridscale closure
method, Phys. Fluids A 4 (1992) 633-635.

[61] CT. Crowe, M.P. Sharma, D.E. Stock, The particle-source-in cell (PSI-CELL)
model for gas-droplet flows, J. Fluid Eng. Trans. ASME 99 (1977) 325-332.

[62] RS. Miller, K. Harstad, ]. Bellan, Evaluation of equilibrium and non-equilibrium
evaporation models for many-droplet gas-liquid flow simulations, Int. J. Mul-
tiph. Flow 24 (1998) 1025-1055.

[63] R. Kurose, H. Makino, S. Komori, M. Nakamura, F. Akamatsu, M. Katsuki, Effects
of outflow from the surface of a sphere on drag, shear lift, and scalar diffusion,
Phys. Fluids 15 (2003) 2338-2351.

[64] T. Kitano, ]. Nishio, R. Kurose, S. Komori, Evaporation and combustion of mul-
ticomponent fuel droplets, Fuel 136 (2014) 219-225.

[65] T. Kitano, J. Nishio, R. Kurose, S. Komori, Effects of ambient pressure, gas tem-
perature and combustion reaction on droplet evaporation, Combust. Flame 161
(2014) 551-564.

[66] PJ. O'Rourke, A.A. Amsden, The TAB Method for Numerical Calculation of Spray
Droplet Breakup, SAE Paper, 1987.

[67] H. Pitsch, Flamemaster: a C++ computer program for 0D combustion and 1D
laminar flame calculations, Cited in, 1998, p. 81.

[68] S. Pichon, G. Black, N. Chaumeix, M. Yahyaoui, JM. Simmie, HJ. Curran,
R. Donohue, The combustion chemistry of a fuel tracer: measured flame
speeds and ignition delays and a detailed chemical kinetic model for the oxi-
dation of acetone, Combust. Flame 156 (2009) 494-504.

[69] D. Zuzio, JE. ezes, B. DiPierro, An improved multiscale Eulerian-Lagrangian
method for simulation of atomization process, Comput. Fluids 176 (2018)
285-301.

[70] S. Elghobashi, Particle-laden turbulent flows:
models, Appl. Sci. Res. 48 (1991) 301-314.

[71] J-P. Matas, S. Marty, A. Cartellier, Experimental and analytical study of the
shear instability of a gas-liquid mixing layer, Phys. Fluids 23 (2011) 094112.

[72] J.-P. Matas, A. Delon, A. Cartellier, Shear instability of an axisymmetric air-wa-
ter coaxial jet, J. Fluid Mech. 843 (2018) 575-600.

direct simulation and closure

66



Combustion and Flame 220 (2020) 337-356

i = a = -
Contents lists available at ScienceDirect Combistion
Combustion and Flame
journal homepage: www.elsevier.com/locate/combustflame ) ==
Influences of liquid fuel atomization and flow rate fluctuations on )
spray combustion instabilities in a backward-facing step combustor e

Abhishek L. Pillai, Jun Nagao, Ryo Awane, Ryoichi Kurose

Department of Mechanical Engineering and Science, Kyoto University, Kyoto daigaku-Katsura, Nishikyo-ku, Kyoto 615-8540, Japan

ARTICLE INFO

ABSTRACT

Article history:

Received 5 June 2019
Revised 18 June 2020
Accepted 21 June 2020
Available online 20 July 2020

Keywords:

Spray combustion instability
Turbulent spray combustion
LES

Combustion instabilities occurring in spray combustion fields inside a backward facing step combustor
have been investigated by performing large-eddy simulations (LES). In this study, the influence of fluc-
tuations in the incoming oxidizer air velocity (caused by drastic pressure oscillations in the combustor
during combustion instability) on the droplet diameter distribution (due to atomization) of the injected
liquid fuel spray, as well as the influence of pressure oscillations on the fuel flow rate have been taken
into consideration using appropriate models. For the temporal fluctuations in fuel droplet diameter dis-
tribution, a model for the Sauter Mean Diamter (SMD) of atomized droplets, obtained as a function of
spray injection parameters and gas/liquid properties, is incorporated in the LES. Additionally, to consider
the temporal fluctuations in fuel flow rate along with its phase difference with the pressure oscillations, a
model derived from Bernoullis principle is proposed and employed in the LES. The objective is to examine
in detail, the impacts of the fluctuations in fuel droplet diameter distribution and the fluctuations in fuel
injection rate individually, as well as the impact of the mutual interaction of these two fluctuations, on
the spray combustion instability characteristics. Results of the LES reveal that the temporal fluctuations
in fuel droplet diameter distribution resulting from combustion instability, lead to a reduction in the in-
tensity of pressure oscillations and hence the combustion instability’s strength. Additionally, the temporal
fluctuations in liquid fuel flow rate strongly influence the intensity of spray combustion instability, and
it is observed that the combustion instability intensity increases with the increase in phase difference
between the fuel flow rate fluctuations and pressure oscillations. Furthermore, the effect of the tempo-
ral fluctuations in fuel droplet diameter distribution resulting in the reduction of combustion instability
intensity, becomes more pronounced as the phase shift between the fuel flow rate fluctuations and pres-
sure oscillations becomes larger. It is clarified that the above-mentioned behavior of spray combustion
instability, results from the change in the correlation between heat release rate fluctuations and pressure
oscillations near the combustor's dump plane, which is caused by the change in the local residence time
of fuel droplets and the local fuel droplet evaporation rate.

© 2020 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute.

This is an open access article under the CC BY-NC-ND license.
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

1. Introduction

ciency has become ever so important. In particular, the regulations
on toxic nitrogen oxide (NOx) emissions are becoming increasingly

The global civil air traffic has grown steadily over the last
decade, and the demand for passenger and cargo transportation is
expected to increase even further in the near future. This is evi-
denced by the International Civil Aviation Organization's (ICAO) an-
nual global statistics [1], according to which 4.1 billion passengers
were carried on scheduled services in 2017 alone (a 7.2% rise than
its predecessor year). Therefore, the need for clean and environ-
mentally friendly gas turbine engines with better combustion effi-

* Corresponding author.
E-mail address: pillai.abhisheklakshman.2e@kyoto-u.acjp (A.L. Pillai).

https://doi.org/10.1016/j.combustflame.2020.06.031

stringent, making the development of gas turbine engines that pro-
duce low levels of NOx highly desirable and mandatory [1]. Meth-
ods such as spraying fuel as a fine mist, pre-mixing air and fuel,
and lean premixed prevaporized (LPP) combustion have attracted
attention [2] as NOx regulatory compliance measures. Although the
reduced combustion temperature of LPP combustion has the ad-
vantages of lower emissions of NOx and soot, this type of combus-
tion also has increased unsteadiness, which increases the risk of
occurrence of combustion instability [3-5].

Combustion instability is a form of unstable combustion gen-
erated inside the combustors of gas turbine engines, and is a

0010-2180/© 2020 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. This is an open access article under the CC BY-NC-ND license.
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primary cause of combustor damage [4,5] and loud combustion
noise. Hence, accurate prediction and control of this phenomenon
is crucial for designing and developing efficient next generation
engines. High amplitude pressure oscillations at discrete frequen-
cies occur inside a combustor during such unstable combustion.
Theoretically, combustion instability increases when there is a
significant correlation between the heat release rate fluctuations
and the pressure oscillations, i.e., the phase difference between
the two fluctuations is small [6], because the energy of acous-
tic waves propagating in a combustor is increased as a conse-
quence of the unsteady heat release (which means the pressure
oscillations are amplified). However, the conditions leading to such
an occurrence, its amplitude characteristics, and detailed mech-
anism are yet to be elucidated in depth. Currently, many stud-
ies are being conducted worldwide to clarify the mechanism of
combustion instability and for its accurate prediction [e.g., [5],[7-
11], [12]. In particular, compared to turbulent gaseous combus-
tion with fuels such as natural gas, the combustion instabil-
ity arising in spray combustion fields using liquid fuels such as
kerosene, exhibits a more sophisticated phenomenon in which the
dispersion and evaporation of liquid fuel droplets, and mixing of
the evaporated fuel with the oxidizer followed by chemical re-
action occur simultaneously and interactively, making the under-
lying physics very difficult to elucidate. In previous experimen-
tal studies, Lee et al. [9] determined that combustion instabilities
can be actively controlled by modifying the properties of liquid
fuel spray. Moreover, Garcia et al. [10] reported that the evapo-
ration of liquid fuel affects the frequency of combustion instabil-
ity generated. However, because the data that can be collected
from experiments are limited, the various factors affecting com-
bustion instability characteristics have yet to be comprehensively
clarified.

However, the remarkable improvement in computer perfor-
mance and development of schemes/solvers capable of accurately
and stably capturing the pressure perturbations in a combustion
field in recent years, has allowed numerical analysis which can
provide an abundance of data, to be used in studies on combus-
tion instabilities [11-15]. Tachibana et al. [11], applied large-eddy
simulation (LES) to the turbulent spray combustion field inside a
liquid-fuel aero-engine combustor, and were the first to success-
fully reproduce combustion instability in a spray combustion field,
as observed in their experiment performed at the Japan Aerospace
Exploration Agency (JAXA). Later, Kitano et al. [12] performed LESs
of turbulent spray combustion fields in a back-step flow combus-
tor, to investigate the effect of initial droplet diameter of the lig-
uid fuel spray injected into the combustor, on the combustion in-
stability characteristics. It was clarified that the intensity of pres-
sure oscillations during combustion instability is strongly affected
by the initial fuel droplet diameter (the average droplet diame-
ter dayg for a fixed size distribution). However, they did not take
into consideration the influence of temporal fluctuations in the fuel
droplet size distribution and fuel flow rate on combustion insta-
bility. During combustion instability inside a back-step flow com-
bustor, the velocity of incoming air fluctuates due to the pres-
sure oscillations, which causes the fuel droplet size distribution to
fluctuate as well (effect of varying level of atomization). Further-
more, the pressure oscillations also lead to fluctuations in the fuel
flow rate.

Therefore, the purpose of this study is to elucidate the effects
of temporal fluctuations in the droplet diameter distribution and
the flow rate of liquid fuel into the combustor, on the spray com-
bustion instability characteristics. In particular, a model capable of
accounting for the temporal fluctuations in droplet diameter dis-
tribution of the injected fuel, due to secondary atomization of the
liquid fuel is employed, and a model to account for the temporal
fluctuations in fuel injection rate is proposed. By applying LES in-

corporating these models to the turbulent spray combustion fields
in a back-step flow combustor, the effects of the individual models
as well as the effects of their mutual interaction, on the character-
istics of combustion instability can be investigated in detail.

2. Large-eddy simulation

Combustion instability is a transient phenomenon in which tur-
bulent flow, combustion reaction and acoustic resonance are in-
tertwined in a complex manner. Therefore, in order to realize its
precise prediction, it is necessary to perform computations in a
large domain that includes not only the targeted combustor re-
gion, but also the sections upstream and downstream of the com-
bustor. Moreover, the computational grid must be sufficiently fine
in the regions where combustion reaction occurs, and the simula-
tion must be performed over a long time period to acquire time
series data for analyzing the oscillation frequency. Hence, Large-
eddy Simulation (LES) is adopted as the computation strategy for
this work. The effect of liquid fuel atomization on combustion in-
stability characteristics is investigated in detail, for turbulent spray
combustion field in a back-step flow combustor. Additionally, the
influence of temporal fluctuations in liquid fuel mass flow rate due
to pressure fluctuations inside the combustor (arising from com-
bustion instability itself) on the combustion instability characteris-
tics are also examined. Furthermore, the influence on combustion
instability characteristics is examined when phase differences are
applied to the temporal fluctuations of the liquid fuel mass flow
rate.

2.1. Governing equations

For LES of the gas-phase, which is treated as an Eulerian con-
tinuum, the Favre-filtered form of the conservation equations of
mass, momentum, energy and mass fraction of chemical species
are solved along with the state equation for ideal gas. Details of
these governing equations can be found in the previous work [12].
For evaluation of the unresolved subgrid-scale (SGS) terms, the dy-
namic Smagorinsky model [16,17] is employed, and the spatial fil-
ter function used in the LES is a Gaussian filter. In order to resolve
the flame-front on the computational grid of the LES [18-22] by
artificially thickening it, the flame thickening factor F defined be-
low, is introduced in the Favre-filtered conservation equations of
enthalpy and species mass fraction [12]

F=(Fux—1)2+1. (1)

where the maximum flame thickening coefficient is Fnax = 12.
The term £2 in the above equation is called the flame sensor
[18,2122] which is used to detect the flame-front position. £2
varies from zero in fully burnt or unburnt regions to unity inside
the reaction zone and is defined as

.Q:tanh(oz—q-). @)
qmﬂX

where, q is the local heat release rate, and max is the maximum
heat release rate computed from a one-dimensional laminar flame
simulation. The thickness of the transition layer between non-
reacting and reacting zones is regulated by the parameter «, and in
the present simulations « =5 is used [12]. Thus, the dynamic ver-
sion of Thickened Flame Model (TFM) is applied which smoothly
modulates the thickening factor F from unity in the regions away
from the flame front to large values inside the flame. Thickening is
applied only in the vicinity of the reaction zones, and fuel droplet
evaporation is active in the regions away from the flame front as
well. As described later in Fig. 8, high rates of fuel droplet evapo-
ration occur mainly in regions away from or outside the reaction
zones. Hence, it is assumed that the influence of dynamically TFM
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on fuel droplet evaporation is small enough to warrant any cor-
rections for heat and mass exchanges between the dispersed- and
gas-phases in the present LESs. Artificial thickening of the flame-
front suppresses its interaction with the SGS turbulence, therefore,
an efficiency function E is also introduced in the transport equa-
tions of enthalpy and species mass fraction [12], which serves as a
correction for the loss of flame surface wrinkling due to artificial
flame thickening, and is computed using the procedure described
in [19,21].

Evolution of the fuel spray is governed by a set of Lagrangian
equations describing the dynamics of individual fuel droplets
which are treated as point masses. These are the governing equa-
tions for droplet trajectory x;, velocity u,. temperature T, and
mass my, whose details can be found in previous works [12,23,24].
A non-equilibrium Langmuir-Knudsen model [25-27] is employed
for droplet evaporation. Source terms appearing in the governing
equations of the gas-phase, which represent the interactions be-
tween dispersed-phase (fuel droplets) and gas-phase [12] are cal-
culated using the Particle-Source-In-Cell (PSI-Cell) approach [28],
thereby realizing two-way coupling. Detailed calculation proce-
dures of these source terms and the dispersed-phase are described
in [23,24,29], and are not repeated here for the sake of brevity.

2.2. Reaction model

Fuel for the liquid spray considered in this work is kerosene
(hereafter referred to as KERO), originally composed of CigHy,
(76.7 wt%), CoHy, (13.2 wt%) and CoHys (10.1 wt%). However, KERO
is assumed to be an equivalent single species (Co7396H20.0542) Of
these three species [30]. A two-step reduced chemical scheme pro-
posed by Franzelli et al. [30] is used to model the combustion of
gaseous KERO. The reduced chemical scheme takes into account six
species (KERO, O,, H,0, CO,, CO and N) and the following two re-
actions.

(78

KERO + 100, —£4 10C0 + 10H,0, 3)
a),z

C0+0.50, = CO,. (4)
Wr2

Where, @y is the forward reaction rate for the oxidation of KERO
in Eq. (3), and @, and @, are the forward and reverse reac-
tion rates, respectively for the reversible CO oxidation reaction in
Eq. (4). Calculation procedure for the reaction rates @y, @f, and
@, are described in [30,31]. The local equivalence ratio required
to calculate these reaction rates are estimated using the standard
Bilger's definition, and its calculation method is the same as that
detailed in a previous work [32]. Furthermore, to estimate the re-
action rates @y ;, @s, and @y in a given computational cell, the
temperature and the molar concentration of species corresponding
to that computational cell are used [30-32]. This reaction model
is capable of accurately reproducing important combustion quan-
tities, such as laminar flame speed, adiabatic flame temperature,
equilibrium CO levels, and ignition delays for a wide range of
equivalence ratio, fresh gas temperature and pressure [30]. More-
over, it has also been validated for the accurate prediction of flame
propagation characteristics of fuel droplet arrays [31].

2.3. Atomization model

One of the objectives of the present study is to analyze the
influence of combustion instability on the atomization (diameter
distribution) of liquid fuel spray being injected into the back-step
combustor. Recently, Lee et al. [33] used the integral from of the

Fig. 1. Schematic of liquid jet atomization in crossflow. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

conservation equations of mass, momentum and energy to theoret-
ically derive a cubic relation for the droplets’ Sauter Mean Diame-
ter (SMD) post-atomization, for liquid sprays in cross-flows. Hence,
this approach does not involve any ad-hoc modeling or unphysical
descriptions of the atomization process [33]. Moreover, this model
has been extensively validated against experimental data for spray
atomization in cross-flow configuration [33], which makes it suit-
able for application in the present study where fuel spray is in-
jected into air cross-flow (described later in Section 2.5). The ex-
pression for calculating the SMD (referred to as Lee model or SMD
modulation hereafter) of injected fuel droplets, which relates the
SMD to a cubic function of gas-phase velocity ratio is given by

c K2y (o - 01 (=3 =
3049024 po (T )+ sty 5 (8 T32) )

SMD = = ] (5)
(# Oty + ey 5 (@1 -2) )
7P
Ac = | 3.44dy; | 2TEini
Pg1UeSg. 1

—f 0.17
x | 7.86d,, ”‘_‘_21 x8.06°3 | K =0.112. (6)
pg.l”g_]

here, pgy and 7, are the cross-sectional plane averaged gas-phase
density and velocity, respectively, upstream of the fuel injection
point (cross-section S; in Fig. 1). Uy, is the downstream cross-
sectional plane (S, in Fig. 1) averaged gas-phase velocity, 7, ;, j is
the injection velocity of fuel droplets, and 7, is the mean ve-
locity of fuel droplets after secondary atomization. The schematic
in Fig. 1 also illustrates these quantities. Furthermore, o repre-
sents the surface tension of liquid fuel, p; is the liquid fuel den-
sity, /4, is the dynamic viscosity of liquid fuel, Ay; is the injector
exit area, d;,; is the injector exit diameter, Ac is the cross-sectional
area of the spray given by Eq. (6), and K is a proportionality con-
stant for the viscous dissipation term which is the only adjust-
ment parameter in this model, and is determined based on the
flow velocity and the value of SMD. Figure 2 shows the variation of
SMD of liquid fuel droplets with the cross-sectional plane averaged
air velocity Uy, calculated using the Lee model. It can be seen
that as the inflow air velocity increases, the resulting droplet size
(SMD) decreases and vice-versa. When combustion instability oc-
curs, the resulting pressure fluctuations inside the combustor cause
the incoming air flow velocity to fluctuate accordingly, which in
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Fig. 2. Effect of incoming air-velocity Uz, on SMD using Lee model [33].
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turn produces fluctuations in the SMD of fuel droplets as a conse-
quence of the varying degree of atomization. In the present simula-
tions, the SMD computed using Eq. (5) with instantaneous gas- and
liquid-phase injection parameters and properties, is used to calcu-
late the size distribution of fuel droplets to be injected (described
in Section 2.5). So, with this atomization model, it is assumed
that the spray is already established at the fuel injection positions,
meaning the atomization process is assumed to be instantaneous
and this is a limitation of the Lee/atomization model. However,
such an assumption is reasonable in the context of the present
LESs, since combustion starts occurring after the backward-facing
step downstream of the fuel injection positions (as will be evi-
dent later from Figs. 7 and 8 and their accompanying discussion
in Section 3.1). Furthermore, the computational cost of modeling
primary atomization is still quite prohibitive, hence, the Lee model
has been chosen for this study.

2.4. Variable Mass Flow Rate model (VMFR model)

The influence of pressure fluctuations inside the back-step com-
bustor (caused by combustion instability) on the incoming air flow,
and the injected fuel spray is also considered in this study. In the
LESs, incoming air in the combustor has a sufficiently large inflow
area (see Fig. 3), hence, its velocity fluctuations adjust automati-
cally to the pressure fluctuations. On the other hand, fluctuations
in the injection velocity of the liquid fuel spray which is an incom-
pressible fluid, are considered using the following Variable Mass
Flow Rate model (hereafter referred to as VMFR model), that can
be derived from the Bernoulli's equation.

¢,
_ PPt T 222
Ty = § 0% # for P> P(t"“w - T%:)
Vmin. for Py SP([now—T?Tf:)
7

Here 7, ;,; is the instantaneous fuel injection velocity, Vg is the
mean fuel injection velocity (Vawe = 2 M/s), Pave is the time aver-
aged pressure at the fuel injection position (represented by point

P in red color in Fig. 1, just above the fuel injection port exit), T is
the period of pressure oscillation, tpow is the current time, P(t) is
the transient pressure just above the fuel injection position's exit
(point P in Fig. 1 at the injection port exit) at time instance ¢, ¢, is
the phase difference between fuel flow rate fluctuations and pres-
sure oscillations, and P, is the fuel injection pressure expressed as
the summation of pump pressure Ppymp and Pqy. In Eq. (7) above,
it is assumed that when the instantaneous value of pressure at

the fuel injection position P(tnow — T%ﬁl) becomes greater than or
equal to Py, Uy is equal to a small value Ui, (10% of Vgse). Ideally,
the fuel injection should be cut-off when the transient pressure
P(t) exceeds the fuel injection pressure P,. However, in the initial
test runs for the various cases in which VMFR model is applied,
it was observed that if the fuel injection velocity ¥, ;,; is made

zero for the duration when P(tnow —T%{LT") exceeds Py, the over-
all equivalence ratio computed using the fuel and air mass flow
rates over the time period of one oscillation cycle could not be
maintained at 1.0. Hence, some initial trial runs of the simulations
were conducted to optimize the value of 7,,;,. and it was found
that 7,,;, = 10% of Uae worked well to maintain the overall equiv-
alence ratio close to 1.0 in all cases. The pump pressure Ppump is
obtained from Bernoulli's equation as

L =
F;Jump — ivaﬁue- (8)

It has been confirmed in a previous experimental investigation
conducted by Ghoniem et al. [34] that when combustion instabil-
ity occurs, the velocity fluctuations of incoming air are 90° out
of phase with the pressure fluctuations. Moreover, one can also
expect fluctuations in the liquid fuel spray’s flow rate, since it
is susceptible to the pressure fluctuations inside the combustor.
However, it is difficult to accurately measure the liquid fuel flow
rate fluctuations due to limitations of measuring equipment. Addi-
tionally, many experimental studies have been carried out to sup-
press combustion instabilities in spray combustion fields by ac-
tively controlling the fuel injection rate [e.g., [9],[35.36],[37]. Most
of the previous studies analyze the fluctuations in pressure, veloc-
ity and heat release rate, but rarely investigate the influences of
spatial distributions of liquid fuel droplets, evaporation rate, fuel,
and their temporal variations on combustion instability. Further-
more, studies using numerical simulations to explore the afore-
mentioned physical parameters are also scarce to the best of the
authors’ knowledge. Therefore, in addition to considering fluctua-
tions in the flow rate of liquid fuel spray due to combustion insta-
bility in the present study, the active control of liquid fuel injec-
tion rate is also considered via. the phase difference ¢, and LESs
of various cases are performed with different values of ¢, to in-
vestigate the impact of temporal variations of fuel injection rate on
combustion instability.

2.5. Computation details and calculation conditions

The computational domain of the combustor section is shown
in Fig. 3, while the entire computational domain is illustrated in
Fig. 4. The computational domain-size and the conditions are set
in accordance with the previous study by Kitano et al. [12], ex-
cept for the combustor length [ and the injection velocity of lig-
uid fuel 7y j,;. The combustor length has been increased from I =
200 mm in the previous study [12] for spray combustion simula-
tions to [ =290 mm in the present study. The reason for increas-
ing the combustor length in this study is the modification made
to the fuel injection configuration. In the LESs performed by Ki-
tano et al. [12], fuel droplets were injected 5 mm upstream of the
back-step similar to the present LESs, however, they were injected
along a continuous slit (see Fig. 12 in [12]). In the present config-
uration, fuel droplets are injected from 7 injection ports arranged
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Fig. 4. Computational grid.

at equal intervals as depicted in Fig. 3. Initial test run with this
fuel injection configuration and the same combustor length as the
previous study [12] yielded very weak nonlinear limit cycle os-
cillation/combustion instability. This was caused by the alteration
of heat release rate topology due to change in the fuel injection
configuration, and a consequent weakening of the phase relation-
ship/coupling between heat release rate fluctuations and pressure
oscillations. The combustor length was then gradually increased in
the test runs until a strong enough combustion instability occurred
for a combustor length of [ = 290 mm.

The computational geometry used in this study as well as that
of Kitano et al. [12] is similar to the experimental test rig of Smith
and Zukoski [38]. In Fig. 4, the section up to location A from the
left end of the inlet region is the plenum chamber. The left end of
the plenum chamber has a small inlet area through which air sup-
ply enters into the domain. Incoming air temperature is T;, = 760
K and the mass flow rate of incoming air ri; is kept constant.
At the inlet boundary, Neumann condition is applied for the in-
let pressure P;, and inlet density p;, is calculated using ideal gas
law as py, = P,,/RT;,. Incoming air velocity at the inlet boundary
uy, fluctuates in accordance with the fluctuations of P;,. The air
mass flow rate can be expressed as ri;, = pi,AipUiy. Where Ay, is
the inlet area. Using the ideal gas equation, the air mass flow rate
equation can be recast as follows to yield the solution for u;,.

T mair - mairRT;n
in = = A i -
pl‘nAin Ainpm
Since mg;,. R, T, and A;, are constant values, uj, varies depending
on the variation of P;, as per the above equation. No-slip bound-
ary condition is applied at the wall surfaces, and the walls are
assumed to be isothermal with their temperature fixed at 760 K
The x, y, and z axes correspond to the main channel/flow direc-
tion, vertical direction, and span direction, respectively (as shown
in Fig. 3), and the step’s streamwise position is set to x = 0 mm.
Air is introduced into the combustor through the inflow section,
and fuel droplets (KERO) are injected vertically upwards with ve-
locity ¥ j,; from the position 5 mm upstream of the step. The in-
jection rate of fuel droplets is adjusted such that, the overall equiv-
alence ratio is 1.0 over the time period of one oscillation cycle
(as explained in Section 2.4), and the initial temperature of fuel
droplets is 300 K. Figure 2 shows an example of the change in SMD
of injected fuel droplets with respect to the cross-sectional plane
averaged air velocity @, ;. The probability density function (PDF)
for droplet diameter distribution of the liquid fuel is defined using
a modified Nukiyama-Tanasawa function [39]. Figure 5 shows the
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Fig. 5. Effect of air-velocity U, on injected fuel droplet size distribution.

Table 1

Cases investigated in this study ( x : Model is not applied, O: Model is applied).
d),,h is the phase shift angle by which the fuel mass flow rate fluctuations lag the
combustor pressure oscillations.

Case Lee model (SMD modulation)  VMFR model Phase shift angle ¢,
NA-1 x x -
NA-2  x o 0
NA3  x fo) 90°
NA4  x o) 180
NA-5  x (@) 270
A-1 o) x =
A-2 (e} O 0
A3 o o 90
A4 o o 180
A-5 (@) (@) 270

droplet size distributions of liquid fuel spray at the time of injec-
tion, corresponding to various values of the cross-sectional plane
averaged air velocity U, . The SMDs required to compute these
droplet size distributions (since, the modified Nukiyama-Tanasawa
function [39] uses SMD as a parameter) that vary in time depend-
ing on the value of g ;. are obtained using the Lee model [Eq. (5)].
As lg; increases, the SMD decreases, and the droplet size distribu-
tion gets biased towards smaller size and vice versa. The droplet
diameter distribution of the injected fuel spray for cases without
the Lee model, ie., Cases NA-1 to NA-5 (summarized in Table 1
and explained below) in which SMD modulation is not applied, is
based on the measured droplet diameter distribution of a previous
experiment conducted by Moriai et al. [40] for a real gas turbine
combustor. Fitting parameters of the modified Nukiyama-Tanasawa
distribution function are calculated so as to obtain a best fit curve
to this measured droplet diameter distribution. The average droplet
diameter dayg corresponding to this droplet size distribution is 18
um and the corresponding SMD is 22.5 pm. The reason for choos-
ing this droplet size distribution with dq,; =18 pm is that, in the
previous study by Kitano et al. [12], the influence of dg, of injected
fuel spray on the strength of combustion instability (intensity of
pressure oscillations) was investigated, and it was found that com-
bustion instability was strongest for a specific value of dayg, and
that dqyg corresponded to this exact droplet size distribution based
on Moriai et al.'s measurements [40] (with dg,; = 18 um).

Table 1 summarizes the cases that have been examined and
compared in this study. First, in Section 3.1, Case NA-1 and Case
A-1 are examined and compared, and the influence of fluctuations

71



342 A.L Pillai, J. Nagao and R Awane et al./ Combustion and Flame 220 (2020) 337-356

in initial droplet size distribution of liquid fuel on the combustion
instability characteristics is investigated. Next, in Section 3.2, Cases
NA-2 to NA-5 (i.e., cases without the Lee model) are compared
and examined to investigate the effect of fluctuations of liquid fuel
flow rate (along with the phase difference ¢, applied in the VMFR
model) on the combustion instability characteristics. In Cases NA-
1 to NA-5, the atomization/Lee model is not applied and a pre-
sumed droplet size distribution with SMD = 22.5 um as explained
above is imposed. Hence, Cases NA-1 to NA-5 are referred to as
cases “without SMD modulation” or cases “without Lee model” for
the remainder of this article. Finally, in Section 3.3, the cases with
Lee model (or cases with SMD modulation), i.e., Cases A-2 to A-5
are examined and compared against the cases without Lee model
(i.e., Cases NA-2 to NA-5), in order to investigate the influence of
temporal fluctuations of both the droplet size distribution and the
liquid fuel flow rate, and their interaction on the combustion in-
stability characteristics. The phase difference ¢,, applied between
the temporal fluctuations of liquid fuel flow rate and the pressure
oscillations in each case, is set as shown in Table 1.

The LESs of all the spray combustion cases listed in Table 1 are
performed using an in-house thermal flow analysis code FK?
[12,24,29,31,41-47]. This code’s solver employs a pressure-based
semi-implicit (fractional-step) algorithm for compressible flows
[48]. The computational domain is discretized using a non-uniform
staggered Cartesian grid, with fine grid-spacing near the walls.
There are approximately 2.4 million grid points in the combus-
tor section, and the total number of grid points in the whole
computational domain including the outflow is about 21.5 mil-
lion. The spatial derivatives in the governing equations of the gas-
phase are approximated using a second-order accurate central dif-
ference scheme, except for the convection terms in the governing
equations of the gas-phase enthalpy and chemical species mass
fractions which are evaluated using the WENO scheme [49]. The
third-order explicit TVD Runge-Kutta scheme is used for time in-
tegration of the convection terms. All thermodynamic properties
and transport coefficients are calculated according to CHEMKIN
[50,51] taking temperature dependence into account. The validity
of the present LES for predicting the combustion instabilities has
been confirmed by comparison with an experiment [38] for gas
combustion instability in the previous work by Kitano et al. [12].
The in-house code FK* has also been successfully applied for sim-
ulating spray combustion problems in the past and also validated
[52]. The CPU time required per case of this computation is ap-
proximately 480,000 h (about 470 h of real time) by parallel com-
putation using 1024 cores on a SGL:ICE X supercomputer (with In-
tel Xeon E5-2670 processor) at the Central Research Institute of
Electric Power Industry (CRIEPI), Japan.

3. Results and discussion

3.1. Influence of time variations of liquid fuel droplet diameter
distribution on combustion instability

First, Case NA-1 (without SMD modulation) and Case A-1 (with
SMD modulation) are considered, and the occurrence of combus-
tion instability in these Cases is confirmed. Figure 6 shows the
time variations of pressure P, heat release rate Q, streamwise ve-
locity i, fuel droplet evaporation rate i1, and SMD of injected fuel
droplets, in Case NA-1 and Case A-1. Here, P represents the value
of pressure measured at a point on the dump plane (i.e., the inter-
face between the combustor and inlet duct) as shown in Fig. 4, i
represents the cross-sectional (y — z plane)-averaged value of the
streamwise velocity at the dump plane, Q and ri represent the to-
tal values of heat release rate and fuel droplet evaporation rate,
respectively, inside the combustor, and SMD represents the value

computed using the Lee model in Eq. (5) (note that the SMD is
constant in Case NA-1, since the atomization/Lee model is not ap-
plied and the injected droplet size distribution does not vary in
time). The inspection cross-section for @i used in the Lee model to
compute T, (see Fig. 1), is located 8 mm upstream of the fuel
injection ports. Ideally the inspection cross-section for computing
Ty should be placed close to the fuel injection ports’ position,
to get an accurate estimate of the incoming air’s Kinetic energy.
However, when combustion instability occurs, the pressure oscilla-
tions induce fluctuations in the velocity of incoming air/gas-phase
which in turn induces fluctuations in the velocity of injected fuel
droplets. As a result of the pressure oscillations, some droplets are
pushed backwards and get displaced upstream of the fuel injec-
tion ports. Therefore, the rationale for placing the inspection cross-
section for computing 7,; 8 mm upstream of the fuel injection
ports, is to ensure that no fuel droplets cross or are present at this
cross-section, otherwise the estimate for , ; will not be correct,
since it will include the effect of momentum exchange between
the gas- and dispersed-phases.

The phase ¢ shown in Fig. 6(a) is defined using the time vari-
ation of pressure P as a reference. ¢ = 0° is defined as the in-
stance when P reaches atmospheric pressure value Py, as it in-
creases during its oscillations, ¢ = 90° is defined as the instance
when P reaches its maximum value Ppmax, ¢ = 180° is defined as
the instance when P reaches the atmospheric pressure Pgm as it
decreases during its oscillations, and ¢ = 270° is defined as the in-
stance when P reaches its minimum value P,;,. The figure shows
that the various physical quantities oscillate with a period that is
approximately constant in both Case NA-1 and Case A-1. It can be
seen that the phase difference between the variations of P and i
is approximately 90°. This phase difference was also observed in
a previous experiment [34], and is caused by classical air column
vibration mechanism (where fluid acceleration is governed by the
pressure gradient). Moreover, in Case A-1, the SMD varies in time
and corresponds to the fluctuations of . This is apparent from
Fig. 6(b) as well as Fig. 6(c). In Fig. 6(c), i represents the stream-
wise air velocity computed 8 mm upstream of the fuel injection
position (which is the inspection cross-section used for computing
T 1. required for the Lee/atomization model), and at the center of
the inlet duct. The phase difference between the variations of SMD
and 4 in both Fig. 6(b) and (c) is 180°, and in accordance with the
Lee model (SMD decreases with increasing air inflow velocity and
vice-versa, see Fig. 2). Additionally, the phase of the variations of m
lags that of il by approximately 90° in Case NA-1, and 120° in Case
A-1. The phase difference between i and i depends on the dis-
tance from the fuel injection location to the combustion reaction
region, the evaporation properties of the fuel, and the combustion
properties.

To understand more about the flow-fields and the nature of
the flames obtained from the LESs, instantaneous distributions
of gas-phase temperature and Flame Index (FI), on the central
x — y plane of Case NA-1 are illustrated in Fig. 7, at various time
instances/phases ranging from ¢ =0°—270°. The left column
shows the instantaneous distributions of gas-phase temperature
along with the dispersed fuel droplets (represented by grey
entities), while the right column shows the instantaneous dis-
tributions of FI. Here, the standard definition of FI is used, i.e.
FI=VY; - VY,. where Y; and Y, are the mass fractions of fuel
and oxidiser, respectively. Furthermore, FI distributions shown in
Fig. 7 have been weighted by the heat release rate, in order to
avoid the influence of regions with pure droplet evaporation and
pure mixing (i.e, regions without reactions). The instantaneous
distributions of gas-phase temperature and fuel droplets indicate
that, as the injected fuel droplets convect downstream with the
flow, they disperse and evaporate. Subsequent combustion of the
evaporated fuel occurs and flame is formed behind the back-step.
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Fig. 6. Comparisons of time variations of pressure P, heat release rate Q, streamwise velocity ii. droplet evaporation rate . and droplet Sauter Mean Diameter (SMD),

between cases without (Case NA-1) and with (Case A-1) SMD modulation.

Droplet count reduces with increasing downstream distance from
the dump plane as a consequence of evaporation and combustion.
For Cases NA-1, the droplet relaxation time 7, is in the range of
74 =5.53 x 108 — 848 x 10-* s (depending upon the instanta-
neous droplet size and properties of the gas-phase surrounding it).
The droplet relaxation time values presented this study, include
the correction to Stokes drag for droplet motion and evapora-
tion as explained in [24,27,29]. The turbulent time scale 7, is
approximately 7.44 x 103 s. Here, 7, is defined as the ratio of the
streamwise integral length scale value computed at the location 40
mm downstream of the back-step (at the center of the combustor’s
cross-section), to the standard deviation of gas-phase streamwise
velocity at that location. Stokes number St, based on the above-
defined droplet relaxation time 7, and turbulent time scale 7,

is thus, St=7,/7, and is in the range of 7.42 x 10-° —0.114.
Therefore, fuel droplets get entrained into the large vortical struc-
tures that are periodically generated behind the back-step (due
to oscillations of i), and this is more clearly visible in Fig. 7(a)
and (b). Judging from the distributions of fuel droplets, gas-phase
temperature and FI at different phases ¢, it is evident that the dis-
persed droplet clusters and the gas-phase experience periodically
pulsating motion due to the influence of combustion instability
(i.e., pressure oscillations). As for the nature of flame generated,
the distributions of FI shown in the right column of Fig. 7 at dif-
ferent phases ¢ are predominantly positive (although some small
regions with negative FI do exist). This indicates that premixed
combustion is dominant in Case NA-1, with the exception of some
minor zones with non-premixed combustion. Similar tendencies

73



344 A.L Pillai, J. Nagao and R Awane et al./ Combustion and Flame 220 (2020) 337-356

0 50 100mm 0 50 100mm
1

- 1 : A 1 I’I 1 1

(a) ¢ =0°, P = Py, (CASE NA-1)

i R

(b) ¢ =90°, P = Ppar (CASE NA-1)

(d) ¢ = 270°, P = Pyyin (CASE NA-1)

Flame Index
Temperature [K] Negative Positive

300 “ - 2500 (Non-premixed) _ (Premixed)
Fig. 7. Instantaneous distributions of gas-phase temperature along with dispersed fuel droplets (left column), and Flame Index (right column), on the central x — y plane for

Case NA-1 at different values of phase ¢.

0 50 100mm 0 50 100mm
o M [ R O | O BN IS T N Y SN N

(d) At the phase when the second larger peak in heat release rate occurs.

Temperature [K] Heat release rate [J/(m® s)] Evaporation rate [kg/s]
soo M 2500 o [ 2x10 o N O 1.5%107
Fig. 8. Instantaneous distributions of gas-ph. p along with disp d fuel droplets (left column), and heat release rate and fuel droplet evaporation rate (right

column), on the central X — y plane for Case NA-1.

74



A.L Pillai, ]. Nagao and R. Awane et al. /Combustion and Flame 220 (2020) 337-356 345

were observed for all the other cases investigated in this study,
and hence their results are not shown for the sake of brevity.

Moreover, the temporal variations of total heat release rate Q
inside the combustor, depicted in Fig. 6 have a double peak feature.
The general trend observed in Fig. 6(a) for Case NA-1 is that, the
first peak of Q (smaller in magnitude) occurs during the time pe-
riod when pressure rises from P,,;, to Pyqy (i.e. during ¢ =270° —
90°), soon after the phase ¢ =0° (P =Pum), and the second peak
of Q (larger in magnitude) occurs during the time period when
pressure falls from Ppgy to Py, (ie., during ¢ = 90° — 270°), right
before the phase ¢ = 180° (P = Pyp). To analyze the mechanism
responsible for this double peak behavior of Q, Fig. 8 illustrates the
instantaneous distributions of gas-phase temperature (along with
fuel droplets) on the left column, and those of fuel droplet evap-
oration rate and heat release rate on the right column, for Case
NA-1 at different phases/time instances. The temperature and fuel
droplet distributions shown in Fig. 8(a) at the phase ¢ =0°, cor-
respond to the instance when the streamwise velocity i of incom-
ing air is maximum, and the vortex shedding process is occurring.
Consequently, during the period ¢ = 270° —90°, fuel droplets get
entrained into this large vortex near the back-step, and they have
sufficient residence time to evaporate. As a result, the evapora-
tion rate in the vortex region becomes large, as shown in Fig. 8(a)
(right) which subsequently leads to ignition of the fuel-air mixture,
thereby causing an increase in the heat release rate (around x =~ 25
mm) as depicted in Fig. 8(b), which corresponds to the phase when
the first smaller peak of Q occurs. After the first peak of Q occurs,
the vortex that is periodically shed during ¢ = 270° —90° is con-
veyed downstream as depicted by the temperature and fuel droplet
distributions at the phase ¢ =90° in Fig. 8(c), all the while fuel
droplets have been evaporating (Fig. 8(c) right). The fuel that has
evaporated during the period ¢ = 270° —90° and convected down-
stream of the dump plane without reacting, suddenly ignites and
leads to a rise in the heat release rate just prior to the phase
¢ = 180° (during the period ¢ = 90° — 270°), as shown in Fig. 8(d)
(right) and thus, the second larger peak of Q occurs. The temporal
variation of Q in Case A-1 also has a similar double peak feature
(see Fig. 6(b)), but, the magnitude of the second peak is nearly
the same as that of the first peak. The reason for this reduction
in magnitude of the second peak of Q compared to that in Case
NA-1, is the consideration of varying degree of fuel spray atomiza-
tion via. the Lee model in Case A-1. The influence of this model on
fuel droplet evaporation, heat release rate and combustion instabil-
ity is clarified later in the discussion that follows. It is also worth
noting that interaction of flame with the wall is present, which
is discernable from the FI distributions in Fig. 7 and the heat re-
lease rate distribution in Fig. 8(d). Flame-wall interaction occurs in
all the cases investigated in this study. As mentioned previously
in Section 2.5, the walls are assumed to be isothermal and their
temperature is fixed at 760 K (same as the inlet air temperature).
Therefore, as in any practical combustor, heat loss to the walls is
considered in the present LESs, even though the isothermal wall
boundary condition is a simplification.

Figures 9 and 10 show the spectra of pressure oscillations and
the streamwise distributions of the amplitude of peak frequency
components of pressure oscillations, respectively, for Case NA-1
and Case A-1. The locations A, B, and C shown in Fig. 10 correspond
to the same locations shown in Fig. 4. The sampling time and
period for calculating the statistics are approximately 0.05 s and
0.02 ms, respectively. Figure 9 shows that the spectra of pressure
oscillations for Cases NA-1 and A-1 have a clear peak at 699 Hz,
and that the peak amplitude is larger for Case NA-1. Moreover,
Fig. 10 shows that the oscillation mode of the pressure variations’
peak frequency component occurring in Case NA-1 and Case A-
1, consists of the combustion chamber’s fundamental oscillation
mode (1/4 wavelength mode), with the oscillation antinode occur-
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Fig. 9. Comparison of the spectra of pressure oscillations between cases without
(Case NA-1) and with (Case A-1) SMD modulation.
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Fig. 10. Comparison of the streamwise profiles of amplitude of peak frequency
components of pressure oscillations, between cases without (Case NA-1) and with
(Case A-1) SMD modulation.
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Fig. 11. Comparison of the intensities of pressure oscillations P/, .. between cases
without (Case NA-1) and with (Case A-1) SMD modulation.

ring at B and the oscillation node occurring at C. These results in-
dicate that combustion instabilities indeed occur in both Case NA-1
and Case A-1. Next, the effect of time variations of the liquid fuel
droplet diameter distribution upon injection, which are considered
via. the Lee model, on the intensity of the pressure oscillations
caused by combustion instability is investigated. Figure 11 presents
the root mean square (RMS) values of pressure fluctuations in Case
NA-1 and Case A-1. The figure shows that the RMS value of pres-
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sure fluctuations in Case NA-1 is approximately 10% larger in com-
parison with that in Case A-1. It is apparent that the time varia-
tions of the liquid fuel droplet diameter distribution upon injection
(considered using the Lee model), influence the intensity of com-
bustion instability. To identify the factors causing the difference in
the RMS values of pressure fluctuations, the Rayleigh Index (RI) has
been computed for each case. Here, the RI is defined as follows

1 Pq
RI=; f g O (10)
where P and q' represent the fluctuations in pressure P and heat
release rate Q, respectively, Quve represents the time-averaged value
of total heat release rate inside the combustor, ts represents the
sampling time, and P/, represents the RMS value of pressure fluc-
tuations. In the regions where RI is positive, the pressure oscilla-
tions are driven by the heat release, whereas, in the regions where
RI is negative, the pressure oscillations are damped by the heat
release. The x — y planar distributions of spanwise-averaged (z-
direction) value of local RI for Case NA-1 and Case A-1 are shown
in Fig. 12, while the streamwise (x-direction) distributions of the
cross-sectional (y — z)-averaged value of Rayleigh Index RIx are
shown in Fig. 13. Figure 12 shows that the value of RI is posi-
tive in the region near the combustion chamber's dump plane, for
both Case NA-1 and Case A-1. This indicates that the pressure os-
cillations are driven by the heat release in this region. Addition-
ally, Fig. 13 shows that RI is smaller in the vicinity of the position
at a distance of x = 25 mm from the combustion chamber’s dump
plane, for Case A-1 in comparison with Case NA-1. This is the rea-
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Fig. 14. Comparison of the streamwise distributions of phase- and cross-sectional
(y — z plane) averaged heat release rate Q,, at phase of ¢ =90° (when P = Pnay)
between cases without (Case NA-1) and with (Case A-1) SMD modulation.

-3
By ; : .
Case NA-1
60+ - - ~--Case A-1
%
2 4ot 1
.Ek
20+ g
0 A
-20 60 80

x [mm]

Fig. 15. Comparison of the streamwise distributions of phase- and cross-sectional
(y — z plane)-averaged evaporation rate 1l,. at phase of ¢ = 0° between cases with-
out (Case NA-1) and with (Case A-1) SMD modulation.

son for the RMS value of pressure oscillations in Case NA-1 being
larger than that in Case A-1.

Next, the reason for the difference in the distributions of Rly
is investigated in further detail. The positive Rlx distributions are
strongly influenced by the heat release rate at the phase when
pressure reaches its maximum value i.e., ¢ =90°. The streamwise
distributions of the y — z cross-sectional-averaged heat release rate
Qx with phase averaging at the phase ¢ =90° when pressure
reaches its maximum value (P = Puax), are shown in Fig. 14 for
Case NA-1 and Case A-1. The figure shows that the heat release
rate at the phase when pressure is at its maxima, is greater in Case
NA-1. The distribution of heat release rate at a particular phase
is influenced by the distribution of evaporation rate of the fuel
droplets immediately beforehand. Therefore, the streamwise distri-
butions of the y — z cross-sectional-averaged evaporation rate riy,
with phase averaging at ¢ = 0° are shown in Fig. 15 for Cases NA-1
and A-1.

Figure 15 shows that the evaporation rate at the phase be-
fore the phase when pressure reaches its maximum value (see
Fig. 6(a)), is higher for Case NA-1 in comparison with Case A-1.
Moreover, the figure also shows that the fuel droplets evaporate
mostly in the vicinity of the dump plane above the step (near x =0
mm). The behavior of fuel droplets after being injected was inves-
tigated in detail by post-processing the LES data. The results re-
vealed that the fuel droplets required approximately one half of a
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Fig. 16. Comparison of phase-averaged fuel droplet size distributions at the phase
of ¢ = 180°. between cases without (Case NA-1) and with (Case A-1) SMD modula-
tion.

period (i.e., phase difference of 180°) to traverse from the fuel in-
jection ports to the location directly above the step/dump plane
(distance of 5 mm). Therefore, the decrease in the evaporation rate
at phase ¢ = 0° in Case A-1 is influenced by the droplet diame-
ter distribution of the injected liquid fuel, at the phase that oc-
curs approximately one half of a period earlier (in other words, at
¢ =180°).

Figure 16 shows the Probability Density Functions (PDF) of
droplet diameter distribution of the injected liquid fuel droplets,
with phase averaging at ¢ = 180° for Case NA-1 and Case A-1. The
figure shows that the number of fuel droplets with large diame-
ters at ¢ = 180° increased in Case A-1 in comparison with Case
NA-1. As mentioned previously, the SMD and hence, the size dis-
tribution of injected fuel droplets are fixed in time for Case NA-1,
while they vary in time for Case A-1. The fuel injection rate at any
given phase is the same in both cases, meaning the volume of fuel
injected is the same. However, the total droplet surface area avail-
able for evaporation is different between these two cases, which
follows from the fundamental definition of Sauter Mean Diameter.
For a fixed volume of fuel spray injected, its total surface area is
inversely proportional to the SMD. Therefore, a shift to larger SMD
implies a decrease in the total surface area available for evapo-
ration. Therefore, the injection of relatively larger fuel droplets at
phase ¢ = 180° in Case A-1, leads to a reduction in the peak evapo-
ration rate near the dump plane at the subsequent phase of ¢ = 0°
(see Fig. 15).

These results reveal that the temporal fluctuations of liquid
fuel droplet size distribution (considered using the atomization/Lee
model in Case A-1), which are caused by the velocity fluctuations
of incoming air that accompanies the combustion instability, lead
to the injection of fuel droplets with larger diameters in Case A-
1, even though the mass/volume of fuel injected is the same in
both cases. This leads to a decrease in the evaporation rate locally,
which in turn decreases the heat release rate near the dump plane
at the phase when pressure reaches its maximum value. Conse-
quently, the correlation between heat release rate fluctuations and
pressure oscillations is weakened (as indicated by the difference in
the RIy distributions in Fig. 13), which decreases the intensity of
combustion instability.

3.2. Influence of temporal variations of liquid fuel flow rate on
combustion instability

First, it is confirmed whether or not combustion instabilities are
excited in the cases where the time variations of liquid fuel flow
rate are considered, but the time variations of droplet size distri-

bution are not (i.e., without SMD modulation). The phase shift ¢,
between the fuel flow rate variations and the pressure oscillations
(used in the VMFR model) in Cases NA-2, NA-3, NA-4, and NA-5
is set to 07, 90°, 1807, and 2707, respectively. Figure 17 shows the
time variations of pressure P, heat release rate Q, streamwise ve-
locity i, fuel droplet evaporation rate i, and Fuel Mass Flow Rate
(Fuel M.ER) for Cases NA-2, NA-3, NA4, and NA-5. The quantities
P, @i, Q and i shown in the figure are defined the same way as
those in Fig. 6(a) and (b) of Section 3.1. The new quantity appear-
ing in Fig. 17 is Fuel MFR (Mass Flow Rate) which represents the
total value of fuel injection rate from all 7 ports. Figure 17 shows
that these various physical quantities clearly oscillate with a pe-
riod that is approximately constant in each case, except for Case
NA-2. The phase difference between the variations of P and i is
approximately 90° in all cases except for Case NA-2. Moreover, the
figure also shows that in all cases, the peaks in the variations of
Fuel M.ER occur approximately at 180° ~ 270° after the peaks in
the variations of . Additionally, the phase shift between the vari-
ations of fuel flow rate and that of pressure, matches the value of
phase difference ¢, set for all the cases (see Table 1).

Figures 18 and 19 illustrate the pressure oscillation spectra and
the streamwise distributions of the peak frequency component am-
plitudes of the pressure oscillations, respectively, for all the cases.
The locations A, B, and C in Fig. 19 correspond to the same loca-
tions as shown in Fig. 4. The sampling time and period for cal-
culating the statistics are approximately 0.05 s and 0.02 ms, re-
spectively. Figure 18 shows that for all cases, the spectra of pres-
sure oscillations have clear peaks within the frequency range of
600 Hz-750 Hz, and that the frequency corresponding to peak am-
plitude becomes smaller, as the phase shift ¢, applied to the fuel
flow rate variations becomes larger. Additionally, Fig. 19 shows that
the oscillation mode of the peak frequency component of the pres-
sure variations occurring in all cases, consists of the fundamental
oscillation mode (1/4-wavelength mode) of the combustion cham-
ber, with the oscillation antinode occurring at B and the oscillation
node occurring at C. These results reveal that combustion instabil-
ities occur in the cases that consider the temporal fluctuations in
liquid fuel flow rate.

The effect of liquid fuel flow rate fluctuations accounted for
by the VMFR (Variable Mass Flow Rate) model, on the intensity
of pressure oscillations arising from combustion instabilities is in-
vestigated next. In Case NA-5, flashback (a phenomenon wherein
flames and fuel droplets flow upstream) and a particularly unsta-
ble combustion instability phenomenon occurred. Therefore, only
Case NA-2, Case NA-3, and Case NA-4 are primarily discussed in
this section. Figure 20 shows the RMS values of the pressure os-
cillations for all cases. The RMS value of pressure oscillations for
Case NA-1, wherein the VMFR model is not applied, is also plotted
for comparison. The figure shows that the phase shift ¢, applied
between the fluctuations in liquid fuel flow rate and the pressure
oscillations using the VMFR model, influences the RMS value of
the pressure oscillations (and hence, the intensity of combustion
instabilities). It is evident that, as the phase shift ¢,, applied to
the fuel flow rate fluctuations increases, the RMS value of pres-
sure oscillations also increases. It is also apparent from Fig. 17 that,
as the value of phase shift ¢, increases, the amplitude of fuel
mass flow rate (Fuel M. E R) fluctuations also increases, which
would influence the local fuel droplet evaporation rate. This would
in turn influence the heat release rate, and consequently the cou-
pling between heat release rate fluctuations and pressure oscilla-
tions, which would ultimately dictate the intensity of combustion
instabilities. These factors are discussed in detail in the following.

To investigate the factors causing this increase in the RMS value
of pressure oscillations, the Rayleigh Index RI for each case is
calculated. Figure 21 shows the x — y planar distributions of the
spanwise-averaged (z-direction) value of RI for each case. The fig-
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Fig. 18. Comparison of the spectra of pressure oscillations among cases with differ-
ent phase shift angle ¢, and without SMD modulation (Cases NA-2 to NA-5).
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Fig. 19. Comparison of the streamwise profiles of amplitude of peak frequency

components of pressure oscillations, among cases with different phase shift angle
$pr and without SMD modulation (Cases NA-2 to NA-5).
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Fig. 20. Comparison of the intensities of pressure oscillations P .. among cases
with different phase shift angle ¢,,, and without SMD modulation (Cases NA-1 to
NA-5).

ure shows that as the phase shift ¢, increases, the region in
which the RI is positive becomes larger, and the region wherein
RI is negative becomes smaller. Figure 22 shows the streamwise
distributions of Rl,, which is the cross-sectional (y — z)-averaged
value of the RI, for each case. The figure shows that in Case NA-2,
Case NA-3, and Case NA-4, the positive peak position of RI, ap-
proaches the vicinity of the combustion chamber’s dump plane
(upstream side) as the phase shift ¢, increases. The antinodes
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Fig. 22. Comparison of the streamwise distributions of cross-sectional (y — z)-
averaged local Rayleigh Index Ry, among cases with different phase shift angle ¢,
and without SMD modulation (Cases NA-2 to NA-5).

of pressure oscillations corresponding to the peak frequency com-
ponents of Cases NA-2 to NA-5 are located near the combustor’s
dump plane, as shown in Fig. 19. Therefore, the positive peak of
RI, shifting upstream, closer to the dump plane would enhance the
pressure oscillation amplitude. Hence, the difference in the RI, dis-
tributions among Cases NA-2 to NA-5 is the reason behind the in-
creasing RMS value of pressure oscillations, with increasing phase
shift ¢,;, applied to the temporal fluctuations of liquid fuel flow
rate.

Next, the reasons for the differences in the distributions of
RIy are investigated in further detail. The positive RIy distribu-
tions are strongly influenced by the heat release rate at the phase
when pressure reaches its maximum value (¢ = 90°). The stream-
wise distributions of the cross-sectional (y — z)-averaged heat re-
lease rate Q,, with phase averaging at the phase ¢ =90° (when
P = Ppayx), are shown in Fig. 23 for Case NA-2, Case NA-3, and Case
NA-4. The figure shows that as the phase shift ¢, increases, the
peak value of Qx distribution also increases and its position moves
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Fig. 23. Comparison of the streamwise distributions of phase- and cross-sectional
(¥ — z)-averaged local heat release rate Q,, at the phase of ¢ =90° among cases
with different phase shift angle ¢, and without SMD modulation (Cases NA-2 to
NA-4).
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Fig. 24. Comparison of the st i istributi of ph. ged local fuel

mass M,, at the phase of ¢ = 0° among cases with different phase shift angle ¢P,,
and without SMD modulation (Cases NA-2 to NA-4).

upstream. Moreover, the position of the peak in Q, distribution ap-
proximately coincides with the position of positive peak in the Rlx
distribution for each case (see Fig. 22). Therefore, the fact that the
position of peak in the heat release rate at the phase when pres-
sure reaches its maximum value, is moving upstream as the phase
shift ¢,, applied to the fluctuations of liquid fuel flow rate in-
creases, is the reason for the difference in the RIx distributions.

In the following, reasons for the upstream shift in the position
of peak heat release rate (i.e., peak values of Qy distributions in
Fig. 23) at the phase when pressure reaches its maximum value
(i.e. ¢ =90°), with increasing phase shift ¢, are investigated fur-
ther. The spatial distribution of heat release rate at a particular
phase (or time instance) is strongly influenced by the spatial dis-
tribution of gaseous fuel at the phase occurring immediately be-
forehand. Therefore, the streamwise distributions of the gaseous
fuel mass M, with phase averaging at ¢ =0°, which will dictate
the distributions of Qx at phase ¢ = 90°, are shown in Fig. 24 for
Case NA-2, Case NA-3, and Case NA-4. The figure shows that as
the phase shift ¢, increases, the peak value of My also increases
and its position moves upstream. The distribution of the gaseous
fuel at a particular phase is also strongly influenced by the distri-
bution of fuel droplet evaporation rate at the phase occurring im-
mediately beforehand. Hence, the streamwise distributions of the
cross-sectional (y — z)-averaged evaporation rate ri, with phase
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Fig. 25. Comparison of the streamwise distributions of phase- and cross-sectional
(y — z)-averaged local evaporation rate fil,. at the phase of ¢ = 270° among cases
with different phase shift angle ¢, and without SMD modulation (Cases NA-2 to
NA-4).

averaging at ¢ =270°, which will govern the distributions of My
at ¢ = 0°, are shown in Fig. 25 for Case NA-2, Case NA-3, and Case
NA-4. Similar to the trends in the distributions of Q, and M,, the
figure shows that as the phase shift ¢, that is applied to the time
variations of the liquid fuel flow rate increases, the peak value of
Iy increases, its position moves upstream, and becomes more lo-
calized. Therefore, the reason for the position of peak heat release
rate moving towards the upstream side of the combustor with in-
creasing phase shift ¢y, is the change in the relationship between
the phase of temporal fluctuations of the liquid fuel flow rate, and
the phase of time variations of the incoming oxidizing air's stream-
wise velocity, that leads to an increase in the residence time of the
fuel droplets in the vicinity of the combustor's dump plane, caus-
ing an increase in the supply of gaseous fuel at the phase when
pressure reaches its maximum value.

The results presented above indicate that the flow rate time
variations of the liquid fuel injected into the combustion cham-
ber, have a strong influence on the intensity of combustion insta-
bility. Moreover, as the phase shift ¢, between the fuel flow rate
variations and the pressure oscillations increases, the intensity of
combustion instability also increases. This is due to the fact that
the residence time and local evaporation rate of the fuel droplets
increase as the phase shift ¢, increases, which causes an increase
in the heat release rate in the vicinity of the combustion cham-
ber’s dump plane, and also increases the strength of the correla-
tion between the heat release rate fluctuations and the pressure
oscillations.

3.3. Influences of temporal variations of droplet diameter distribution
and liquid fuel flow rate on combustion instability

The excitation of combustion instabilities in the cases where
temporal variations of both the fuel droplet diameter distribution
(atomization/Lee model) and the fuel flow rate (VMFR model) are
considered, is first confirmed. The phase shift ¢,, between the
fuel flow rate variations and the pressure oscillations in Cases A-
2, A-3, A-4, and A-5 is set to 0°, 90°, 180°, and 270°, respec-
tively. Figure 26 shows the time variations of pressure P, heat re-
lease rate Q, streamwise velocity i, fuel droplet evaporation rate
i, SMD (Sauter Mean Diameter), and Fuel M.FR for Cases A-2, A-
3, A-4, and A-5. Once again, these quantities bear the same defi-
nitions as those in Figs. 6 and 17 of Sections 3.1 and 3.2, respec-
tively. Figure 26 shows that these various physical quantities oscil-
late with a period that is approximately constant in each case, and
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Fig. 26. Comparisons of time variations of pressure P, heat release rate Q. stream-
wise velocity 1. droplet evaporation rate 1, droplet Sauter Mean Diameter (SMD),
and fuel mass flow rate (Fuel M.ER), among cases with different phase shift angle
¢y and with SMD modulation (Cases A-2 to A-5).
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Fig. 27. Comparison of the spectra of pressure oscillations among cases with differ-
ent phase shift angle ¢, and with SMD modulation (Cases A-2 to A-5).
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Fig. 28. Comparison of streamwise profiles of the amplitude of peak frequency
components of pressure oscillations, among cases with different phase shift angle
¢pr and with SMD modulation (Cases A-2 to A-5).

that combustion instabilities are excited in all cases. Moreover, the
phase difference between the variations of P and i is 90°. Addi-
tionally, the phase shifts ¢,;, between the variations of fuel flow
rate and the pressure oscillations match the settings in Table 1.

Figures 27, 28, and 29 show the spectra of pressure oscilla-
tions, the streamwise distributions of the amplitude of peak fre-
quency components of the pressure oscillations, and the intensity
of pressure oscillations Py, respectively, for Cases A-2, A-3, A-
4, and A-5 (Fig. 29 also shows the comparison of B, with Case
A-1 and the cases without SMD modulation i.e., Cases NA-1 to
NA-5). Locations A, B, and C shown in Fig. 28 correspond to the
same locations depicted in Fig. 4. The sampling time and period
are approximately 0.05 s and 0.02 ms, respectively, for calculation
of statistics. Figure 27 shows that the spectra of pressure oscilla-
tions have clear peaks in the frequency range of 600 Hz to 750 Hz
for all cases. Additionally, Fig. 28 shows that the oscillation mode
of the peak frequency component of pressure variations that oc-
curs in all cases, consists of the fundamental oscillation mode (1/4-
wavelength mode) of the combustion chamber, with the oscillation
antinode and node occurring at B and C, respectively. These results
indicate that combustion instabilities occur in the cases consider-
ing the time variations of both liquid fuel flow rate and fuel droplet
diameter distribution (i.e., Cases A-2 to A-5).

Next, the effects of time variations of droplet diameter dis-
tribution and liquid fuel flow rate (i.e., when both variations
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Fig. 29. Comparison of the intensities of pressure oscillations P),,. among cases
with different phase shift angle ¢,,,,, without (Cases NA-1 to NA-5) and with (Cases
A-1 to A-5) SMD modulation.

are considered simultaneously), on the intensity of pressure os-
cillations caused by the combustion instabilities are investigated.
Figure 29 shows the RMS values of pressure oscillations P, for
all cases (including the ones in which the Lee model is not used).
The RMS values of pressure oscillations for Case NA-1 and Case
A-1, wherein the VMFR model is not applied, are also plotted for
comparison. The figure shows that, contrary to the trend for the
cases in which only the time variations of fuel flow rate are consid-
ered (i.e., Cases NA-2 to NA-5 wherein only the VMFR model is ap-
plied, but not the Lee model), Cases A-4 and A-5 show an opposite
trend in the intensity of pressure oscillations (F/,,;) with increasing
¢pn- In these cases, the temporal fluctuations of fuel droplet di-
ameter distribution (considered using the Lee/atomization model)
have the effect of decreasing the pressure oscillation intensity P/,
(and hence the intensity of combustion instabilities), upon its mu-
tual interaction with the fluctuations in liquid fuel flow rate (VMFR
model). Additionally, as the phase shift ¢, between the temporal
fluctuations in fuel flow rate and the pressure oscillations becomes
larger, the effect of the temporal fluctuations of fuel droplet diam-
eter distribution on reducing P,,; becomes more pronounced.

In the following, reasons for the reduction in the values of P,
at larger values of phase shift ¢, due to the influence of fluc-
tuations in fuel droplet diameter distribution, and its interaction
with the fluctuations in fuel flow rate are investigated. Figure 30
shows the x — y planar distributions of the spanwise-averaged (z-
direction) value of the Rayleigh Index RI for each case. By com-
paring Figs. 21 and 30, it can be seen that for the cases in which
the phase shift ¢, is large, i.e., Case A-4 (¢,, = 180°) and Case A-
5 (¢pn =270°), the region wherein RI is positive becomes smaller
compared to that in the planar distributions of spanwise-averaged
RI of the corresponding cases in Fig. 21 (i.e., Case NA-4 and Case
NA-5, respectively, with corresponding phase shifts ;). This dif-
ference in the RI distributions causes the pressure oscillations’ RMS
value to become smaller in Case A-4 and Case A-5. However, from
Figs. 21 and 30, it is evident that the distributions of RI in Case A-2
and Case A-3 are virtually the same as those in Case NA-2 and Case
NA-3, respectively. But, the intensity of pressure oscillations P/,
of Case A-2 and Case A-3 are marginally higher than those of the
corresponding cases without the Lee model (without SMD modula-
tion), i.e,, Case NA-2 and Case NA-3 as shown in Fig. 29. The phase
shift ¢, applied to Cases NA-2 and A-2 is ¢, = 0°, and that ap-
plied to Cases NA-3 and A-3 is a relatively small value of ¢, = 90°.
Figure 31 illustrates the comparison of streamwise distributions of
cross-sectional (y — z)-averaged local Rayleigh Index RIx between
Cases NA-2 and A-2, and between Cases NA-3 and A-3. The Rly dis-
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on the X-y plane, among cases with different phase shift angle ¢,,, and with SMD
modulation (Cases A-2 to A-5).

tributions of Cases NA-2 and A-2 in Fig. 31(a) are similar in shape,
but the positive Rly distribution of Case A-2 has slightly larger val-
ues at certain streamwise locations, especially close to the dump
plane. Similar tendency is observed in the RI, distributions of Cases
NA-3 and A-3 in Fig. 31(b). In the vicinity of the dump plane, the
positive Rl distribution of Case A-3 also has slightly larger values
compared to that of Case NA-3. Therefore, the P, values of Case
A-2 and Case A-3 are marginally higher (although the difference is
virtually insignificant) than those of the corresponding cases with-
out the Lee model (without SMD modulation), i.e., Case NA-2 and
Case NA-3, respectively.

The cause for the RMS value of pressure oscillations in Case A-
4 being smaller than that in Case NA-4 is examined next. Since
the positive RI spatial distributions are strongly influenced by the
heat release rate at the phase when pressure reaches its maximum
value (i.e., ¢ =90°), the streamwise distributions of the cross-
sectional (y — z)-averaged heat release rate Q¢ with phase aver-
aging at the phase ¢ =90° are shown in Fig. 32 for Cases NA-
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Fig. 32. Comparison of the streamwise distributions of phase- and cross-sectional
(y-z)-averaged heat release rate Q,, at the phase of ¢ =90° (when P = Pyg,), be-
tween cases without (Case NA-4) and with (Case A-4) SMD modulation.

4 and A-4. The figure shows that the value of Q. in the vicin-
ity of the combustion chamber’s dump plane is smaller in Case
A-4 compared to Case NA-4. The distribution of heat release rate
at ¢ =90° is governed by the distribution of fuel droplet evap-
oration rate at the phase occurring previously. Hence, the x — y
planar distributions of phase- and spanwise-averaged (z-direction)
fuel droplet evaporation rate ri, at various phases are examined in
Fig. 33 for Cases NA-4 and A-4. The figure shows that the evapora-
tion rate in the vicinity of the combustor's dump plane is smaller
for Case A-4 in comparison with Case NA-4 during ¢ =270° —0°.
Therefore, the decrease in heat release rate at phase ¢ =90° in
Case A-4 is caused by the decrease in its evaporation rate during
¢ =270° — 0.

The behavior of fuel droplets after being injected was analyzed
in detail by post-processing the LES data, to investigate the rea-
son behind the decrease in evaporation rate during ¢ = 270° — 0°
in Case A-4. The results revealed that many of the droplets in
the region where the evaporation rate for Case A-4 was lower in
comparison with Case NA-4 during ¢ =270° — 0°, were injected
at phase ¢ =~ 90° when the fuel mass flow rate is largest (this
can be confirmed from Figs. 17(c) and 26(c)). In Cases NA-4 and
A-4, fuel injection starts around ¢ =0° and lasts up to ¢ = 180°,
with the fuel injection rate peaking at ¢ =~ 90° (see Figs. 17(c)
and 26(c), respectively). Furthermore, the inlet air mass flow rate is
fixed in both cases and the overall equivalence ratio is also main-
tained at 1.0 in both cases. From Fig. 26(c), it is evident that the
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Fig. 31. Comparison of the streamwise distributions of cross-sectional (y — z)-averaged local Rayleigh Index RI, between (a) Cases NA-2 and A-2, and (b) Cases NA-3 and
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Fig. 33. Comparison of the distributions of phase- and spanwise-averaged evapora-
tion rate, between cases without (Case NA-4) and with (Case A-4) SMD modulation.

SMD of injected fuel spray in Case A-4 is mostly large compared
to the constant SMD value of 22.5 um of the injected fuel spray
in Case NA-4, during the fuel injection period of ¢ =0°— 180°.
The total mass/volume of fuel spray injected during the period
¢ =0°—180° is nearly the same in both Cases NA-4 and A-4,
but in Case A-4, the injected spray comprises of larger diame-
ter droplets compared to Case NA-4. For the same volume of fuel
spray injected, the total droplet surface area available for evapo-
ration is inversely proportional to the SMD. The droplet relaxation
time 7, and the turbulent time scale 7. (defined in Section 3.1)
estimates for Case NA-4 are, 7y =5.72 x 10-8 —7.89 x 10~* s and
7, =6.04 x 10~ s, yielding Stokes number (defined here as the
ratio t4/t;) in the range St=9.47 x 10-°—0.131. Similarly, for
Case A-4, 7, =5.69 x 108 —8.78 x 10-* s and 7, =446 x 103 s,
which implies St ranges from 1.28 x 10-> to 0.197. A lot of the
fuel droplets injected during ¢ = 0° —180° reside in the vicinity
of the dump plane in both cases (due to the application of phase
shift $pn = 180° between the fuel flow rate fluctuations and the
pressure oscillations), which can be qualitatively discerned from
the distributions of evaporation rate at the corresponding phases
¢ in Fig. 33 (although there will be some time delay between
fuel spray injection and evaporation). Since the fuel mass flow
rate is maximum at ¢ =90°, the decrease in fuel droplet evapo-
ration rate in the vicinity of combustor’s dump plane in Case A-
4, will be influenced by the droplet diameter distribution of lig-
uid fuel at ¢ = 90°. Figure 34 shows the size distributions of fuel
droplets with phase averaging at ¢ = 90° for Cases NA-4 and A-4.
The droplet size distribution PDFs shown in this figure are com-
puted at the phase ¢ = 90°, using all the droplets within the con-
trol volume ranging from the fuel injection ports’ location to the
combustor's dump plane. This implies that the fuel droplets that
were injected starting at the phase ¢ =0° till the phase ¢ =90°.
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Fig. 34. Comparison of phase-averaged droplet size distributions, at the phase of

¢ =90° (when P = By ), between cases without (Case NA-4) and with (Case A-4)
SMD meodulation.
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Fig. 35. Comparison of the streamwise distributions of phase- and cross-sectional
(y-z)-averaged heat release rate Q,, at the phase of ¢ =90° (when P = Ppq), be-
tween cases without (Case NA-5) and with (Case A-5) SMD modulation.

and that are still residing within the aforementioned control vol-
ume, are included in the droplet size distribution PDFs depicted
in Fig. 34. This figure shows that the droplet diameter distribu-
tion becomes wider in Case A-4 at phase ¢ = 90°, resulting in a
larger SMD of the fuel spray for Case A-4. Hence, the evaporation
rate near the dump plane is lower in Case A-4 compared to Case
NA-4 during ¢ =270° — 0°. These results reveal that the reason for
the RMS value of pressure oscillations becoming smaller in Case A-
4, is the mean droplet diameter of the fuel spray becoming larger
(owing to the application of Lee/atomization model), which subse-
quently causes the evaporation rate to decrease. This in turn leads
to a reduction in the heat release rate in the vicinity of the com-
bustion chamber’s dump plane, that ultimately weakens the corre-
lation between the heat release rate fluctuations and the pressure
oscillations.

The reason for P, ; becoming smaller for Case A-5 in compar-
ison with Case NA-5 is also investigated. Similar to the situation
between Cases A-4 and NA-4, the region wherein RI is positive
becomes smaller in Case A-5 (see Fig. 30) compared to Case NA-
5 (see Fig. 21), which causes the decrease in its pressure oscilla-
tion intensity P/,. Therefore, the heat release rate at the phase
when pressure reaches its maximum value (¢ = 90°) is examined.
Figure 35 shows the streamwise distributions of the cross-sectional
(y — z)-averaged heat release rate Qy, with phase averaging at ¢ =
90° for Cases NA-5 and A-5. The figure shows that the value of
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Fig. 36. Comparison of the distributions of phase- and spanwise-averaged evapora-
tion rate, between cases without (Case NA-5) and with (Case A-5) SMD modulation.

Qx in the vicinity of the dump plane is smaller in Case A-5 com-
pared to Case NA-5. Since the distribution of heat release rate at
¢ =90° is influenced by the distribution of fuel droplet evapora-
tion rate at the previous phase, the x — y planar distributions of
the phase- and spanwise-averaged (z-direction) fuel droplet evap-
oration rate rity at various phases of Case NA-5 and Case A-5 are
shown in Fig. 36. The figure shows that the evaporation rate in
the vicinity of the combustor's dump plane is smaller for Case A-
5 in comparison with Case NA-5 during ¢ =270° — 0°. Therefore,
the decrease in the heat release rate at ¢ = 90° is caused by the
decrease in the evaporation rate during ¢ = 270° —0°.

Upon examining the behavior of fuel droplets after being in-
jected in both the cases, using their post-processed LES data, it
was observed that many of the droplets in the region wherein the
evaporation rate was lower for Case A-5 in comparison with Case
NA-5 during ¢ = 270° — 0°, were injected at ¢ =~ 180° when the
fuel mass flow rate is maximum (which can be confirmed from
Figs. 26(d) and 17(d)). Fuel injection starts around ¢ =90° and
ends at ¢ =270°, with the peak fuel mass flow rate occurring
at ¢ ~ 180° in Cases NA-5 and A-5 (see Figs. 17(d) and 26(d)).
The SMD of injected fuel spray in Case A-5 increases rapidly dur-
ing ¢ =90° —180°, and attains maxima around phase ¢ = 180°,
as apparent from Fig. 26(d). Therefore, the injected fuel spray in
Case A-5 is mostly comprised of large diameter fuel droplets com-
pared to Case NA-5 in which the injected fuel spray’s SMD (or
droplet size distribution) is constant in time (SMD = 22.5 pm).
For Case NA-5, droplet relaxation time is in the range of 7, =
5.6x10-8 —834 x 10~ s, and turbulent time scale 7, =5.18 x
10-3 s, hence St = 1.08 x 10-° — 0.161. Similarly, for Case A-5, 7y =
553x 108 -85x10-4 s and 1, =7.44 x 103 s, which means
St = 7.44 x 10-5 — 0.114. Additionally, due to the application of
phase shift ¢,, = 270" in Cases NA-5 and A-5, the phase relation-
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Fig. 37. Comparison of phase-averaged droplet size distributions, at the phase of
¢ =180° (when P = Py,), between cases without (Case NA-5) and with (Case A-5)
SMD modulation.

ship between the fluctuations of incoming air's streamwise veloc-
ity & and fuel flow rate is altered (Figs. 17(d) and 26(d)), and most
of the fuel droplets injected during ¢ = 90° — 270° reside near the
dump plane, as indicated by the distributions of evaporation rate
in Fig. 36. Moreover, in both Case NA-5 and Case A-5, the air mass
flow rates are the same and the overall equivalence ratio is main-
tained at 1.0. So once again, following the same reasoning applied
to Cases NA-4 and A-4 using the aforementioned details, the total
droplet surface area of the injected fuel spray available for evapo-
ration should be smaller in Case A-5 compared to Case NA-5, since
it is inversely proportional to the SMD. Hence, the evaporation rate
near the dump plane becomes smaller for Case A-5 compared to
Case NA-5 during the subsequent phases, ie., ¢ =270° —0°.

To get an idea of the droplet sizes encountered in Cases NA-
5 and A-5, the phase-averaged droplet size distributions of the
fuel sprays calculated at ¢ = 180° (maximum fuel injection rate)
are shown in Fig. 37. Similar to Cases NA-4 and A-4, the phase-
averaged droplet size distribution PDFs in Fig. 37 have been com-
puted using all the droplets within the control volume ranging
from the injection ports’ position to the dump plane. As men-
tioned before, the application of the phase shift ¢, = 270° us-
ing the VMFR model to Cases NA-5 and A-5, will result in many
of the fuel droplets injected during ¢ =90° —180° to still reside
within this control volume at the phase ¢ = 180°, and they are
also included in the droplet size distribution PDFs in Fig. 37. The
figure indicates that the droplet diameter distribution at ¢ = 180°
becomes much wider for Case A-5, implying that its correspond-
ing SMD also becomes larger. Since this droplet size distribution
of fuel spray will influence the evaporation rate near the dump
plane, Case A-5 has lower evaporation rate compared to Case NA-
5. These results reveal that the reason for the pressure oscillations’
RMS value becoming smaller for Case A-5 in comparison with Case
NA-5, is the same as that for Cases A-4 and NA-4 discussed above.

The droplet size distribution PDF of Case A-5 in Fig. 37 is much
wider or flatter than that of Case A-4 in Fig. 34. In Case A-5
the injected fuel spray consists mostly of large droplets owing to
the generally large SMD values during the fuel injection period
(see Fig. 26(d)). But, these injected droplets will simultaneously
undergo evaporation as well and reduce in diameter during ¢ =
90° — 180°. Therefore, when this cluster of fuel droplets is used to
calculate the size distribution PDF at phase ¢ = 1807, a flatter PDF
shape is obtained for Case A-5 due to some of the previously in-
jected (during ¢ =90° — 180°) large droplets having already evap-
orated to some extent and reduced in size. This is made possible
by the longer residence time of fuel droplets in Case A-5 compared
to that in Case A-4 within the above-mentioned control volume,
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as a consequence of the larger value of phase shift ¢,, = 270" ap-
plied in Case A-5. The residence time of fuel droplets will be longer
in Case A-5 compared to that in Case A-4, because the peak fuel
injection rate in Case A-5 occurs around the phase when the in-
coming air's streamwise velocity is minimum (see Fig. 26(d)). Such
tendency is not observed in the droplet size distribution PDF of
Case NA-5 (even though droplet evaporation is active during the
residence period), since the Lee model (SMD modulation) is not
applied and the fuel droplets are injected with a size distribution
PDF that remains fixed in time (corresponding to a constant SMD
of 22.5 ym). The above results reveal that the effect of temporal
variations in the droplet diameter distribution of liquid fuel on the
intensity of combustion instability, becomes more significant as the
phase shift ¢, between the fuel flow rate fluctuations and the
pressure oscillations increases. This happens because the droplet
diameter distribution of the injected fuel spray becomes wider as
the phase shift ¢, increases, which enhances the strength of its
effect on suppressing the increase in local evaporation rate and the
accompanying increase in heat release rate, owing to the time vari-
ations of liquid fuel flow rate as discussed in Section 3.2.

4. Conclusions

In this study, LES was applied to the turbulent spray combus-
tion field inside a back-step flow combustor to investigate the ef-
fects of temporal fluctuations in droplet diameter distribution and
the flow rate of liquid fuel entering the combustor, on the spray
combustion instability characteristics. For the LESs performed in
this study, the average Reynolds number at the inlet of the com-
bustor was kept constant at 4000, the initial pressure inside the
combustor was 0.1 MPa, the length of the combustor was 290 mm,
the overall equivalence ratio was 1.0, and the average fuel droplet
diameter for the cases without SMD modulation (i.e., without Lee
model) was kept constant at 18 um (SMD = 22.5 pym). A total of
10 cases were setup and investigated in a systematic manner, by
changing the conditions in the models to take into consideration
the influences of fuel spray atomization (Lee model), and fuel flow
rate fluctuations along with its phase difference ¢, with the pres-
sure oscillations (VMFR model). The following conclusions were
drawn from this study:

(1) Cases NA-1 and A-1 are first considered to investigate the in-
fluence of temporal fluctuations in droplet size distribution
of injected fuel spray alone, on combustion instability. With
the application of the Lee model in Case A-1, the droplet
diameter distribution of liquid fuel entering the combus-
tor varies in time, depending on the fluctuations in incom-
ing oxidizing air velocity caused by combustion instability.
Moreover, this temporal fluctuation in the droplet diameter
distribution tends to lower the intensity of combustion in-
stability. The reason for this is a weakening of the correla-
tion between heat release rate fluctuations and pressure o0s-
cillations. This results from the reduction in heat release rate
near the dump plane of the combustor, caused by the broad-
ening of droplet size distribution of liquid fuel (in Case A-
1) due to the temporal fluctuations in the SMD (considered
via. the Lee/atomization model). Consequently, larger diam-
eter fuel droplets are injected which leads to a localized re-
duction in the evaporation rate.

(2) For the cases in which only the VMFR model is applied, but
not the Lee model (i.e., Cases NA-2 to NA-5), the tempo-
ral fluctuations in the flow rate of liquid fuel injected into
the combustor strongly influence the combustion instabil-
ity intensity. Moreover, the combustion instability intensity
increases with increasing phase shift ¢, between the fuel
flow rate fluctuations and pressure oscillations. The reason

for this is the strengthening of the correlation between the
heat release rate fluctuations and the pressure oscillations.
As the phase shift ¢, increases, the heat release rate near
the dump plane also increases as a consequence of increased
fuel droplet residence time, and the subsequent localized in-
crease in fuel droplet evaporation rate.

(3) For the cases in which both the VMFR model and the Lee
model are applied simultaneously (i.e., Cases A-2 to A-5),
the effect of temporal fluctuations in the liquid fuel droplet
diameter distribution on reducing the combustion instabil-
ity intensity, becomes more significant with increasing phase
shift ¢, between the liquid fuel flow rate fluctuations and
the pressure oscillations. This is caused by a localized reduc-
tion in the fuel droplet evaporation rate (even though the
fuel droplet residence time increases with increase in ¢, as
mentioned above), as a result of the widening in the droplet
diameter distribution of the injected fuel spray (increased
SMD and hence injection of larger diameter droplets) with
increasing phase difference ¢,,. Hence, a localized decrease
in the heat release rate is ogserved near the dump plane,
which leads to the weakening of the correlation between
heat release rate fluctuations and pressure oscillations.

The results in this study, were obtained using LES under limited
conditions (mentioned above), and it is likely that the combustion
instability behavior will change upon varying said conditions. This
warrants further studies in the future, to investigate the effects of
varying those conditions on the spray combustion instability char-
acteristics.
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The main objective of this research is to develop a new breakup model and investigate the
influence of cavitation, turbulence on processes of high-pressure diesel sprays. The model
distinguishes between jet primary atomization and droplet secondary atomization. The
primary atomization was simulated based on a modified turbulence induced atomization
model taken into account the coupling effects of the relaxation of the velocity profile, cav-
itation and turbulent fluctuation based on the principle of conservation of energy. The
growth time scale of surface waves was provided by Kelvin-Helmholtz (K-H) instability
theory on an infinite length cylinder for an inviscid liquid jet. The time scale of initial sur-
face waves based on K-H instability theory on an infinite plane jet is much larger than that
based on infinite length cylindrical jet. Based on the present modified model, the weighting
coefficients of turbulence and cavitation on the overall atomization can be distinguished
clearly. There was remarkable variation in simulated spray shape with present models. It
could be seen that the original turbulence induced atomization model results in a shorter
spray penetration and smaller drops near the spray core than the modified model. When
applying the turbulent weighting coefficient C, in the determination of the spray angle,
the resultant value of spray angle gradually drops due to the reduction of C,. However,
the spray angle increases with increasing the cavitation weighting coefficient C,,.
Comparing the experimental results (such as spray angle, tip penetration and spray shape)
with the theoretical ones for different injection pressure, gives a reasonable agreement.
© 2015 Elsevier Inc. All rights reserved.

1. Introduction

The atomization of fuel spray plays a key role in the mixing of diesel fuel vapor and air, ignition, combustion, and the
formation of pollutant emissions. The detailed understanding of the spray formation process has been recognized as an sig-
nificant step for the increase of combustion efficiency and the reduction of pollutant emissions for D.I. Diesel engines.

Knowledge of atomization near the spray nozzle is important and basic to understanding the spray mechanisms, as char-
acteristics in this region affect the atomization performance achieved further downstream. Despite lots of experimental
investigations have been carried out [1-11], an in-depth and quantitative understanding of the near-nozzle spray region
hasn’t been achieved. But a vast amount of study show that internal flow in nozzle has an important influence on the spray
characteristics [12-14]. Quantitative evaluation of spray construction in this region is nearly infeasible using most of con-
ventional techniques (e.g., visible light methods) [15]. Numerical simulation and theoretical analysis are powerful tools of
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Nomenclature

o nozzle diameter, m

L integral length scale of turbulence, m

) wavelength of surface instability, m
Lay length scale of primary atomization, m
T turbulent time scale, s

U liquid jet velocity, m/s

Pq gas (ambient) density, kg/m?

) liquid fuel density, kg/m?

o) growth rate of instabilities, 1/s

Tp radius of the product drop, m

) boundary thickness, m

0 momentum thickness, m

o spray cone angle, ©

Texpt time for the exponential growth of instabilities, s
T wave growth time scale, s

Tar time scale of atomization, s

Topnt time required for the spontaneous growth of instabilities, s
Epoundary  kinetic energy of relaxation of the velocity profile, m?/s?

E, kinetic energy of turbulence, m?/s?
E. kinetic energy of cavitation, m?/s?
Y liquid kinematic viscosity, m?/s

k wave number of instabilities

G surface tension, N/m

C discharge coefficient

Re Droplet Reynolds number 2Ur, /v,
Subscripts

X x-direction

y y-direction

I liquid

g gas

t turbulent

c cavitation

investigation of the atomization phenomena. Several theories have been proposed to explain the liquid core atomization,
such as aerodynamic interaction with ambient gas, jet internal turbulence, cavitation inside the nozzle holes. Many research-
ers have focus on the effects of cavitation and turbulence on primary atomization. Arcoumanis et al. [16] numerically inves-
tigated the effects of nozzle flow and injection processes on the structure of diesel sprays. Huh and Gosman [17] developed a
new phenomenological primary breakup model which considers the effects of turbulence on the jet breakup. Bianchi et al.
[3] proposed a modified breakup model which included the effects of cavitation and turbulence in the KH model. S. Som
developed a new primary breakup model named KH-ACT model. The new mode is modified to include the effects of cavita-
tion and turbulence generated inside the injector. Rate of decrease in droplet radius scales with the ratio of length to time
scale. The scales include aerodynamic-induced KH scale, cavitation and Turbulence scale. The largest ratio determines the
dominant breakup process [18]. In Turner's study, the coherent liquid core is modeled as a liquid jet. The spray breakup
is described using a composite model to separately address the disintegration of the liquid core into droplets and their fur-
ther aerodynamic breakup. The jet breakup model uses the results of hydrodynamic stability theory to define the breakup
length of the jet, and downstream of this point, the spray breakup process is modeled for droplets only [19]. But none of
these theories alone can explain the complexity of the atomization phenomenon.

In an attempt to improve spray breakup predictions, many models have been proposed. The original TAB [20] spray
breakup model was based on Taylor's analogy between an oscillating and distorting drop like a spring-mass system.
Several studies [21-22] have revealed thought that the TAB model can produce excessive droplet breakup that is not in
agreement with experimental data. This is attributed to the fact that cavitation and turbulence phenomena inside the injec-
tor nozzle and liquid core, experimentally shown to be of great importance to atomization [23-25], as well as non-linear
droplet distortion effects are not accounted for in the TAB model. In the WAVE model [26-27], derived from a linear stability
analysis of liquid jets, the breakup time is determined by surface instability of droplets as a function of the wavelength and
the frequency of the Kelvin-Helmholtz wave. But WAVE model can't simulate the effects of nozzle internal flow (cavitation
and turbulent fluctuations) on the jet atomization. In the turbulence induced atomization model [17] the jet internal
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turbulence and gas inertia are thought to be the two dominant breakup forces. The turbulent fluctuations in the emerging jet
are responsible of the initial surface perturbations that grow exponentially by K-H instabilities due to the interaction with
surrounding gas.For high pressure Diesel spray the effects of jet turbulence, cavitation and nozzle flow on liquid core primary
breakup must be considered [28]. The effects of cavitation, turbulence, and aerodynamic effect on spray characteristics have
not previously been comprehensively investigated so far. The existing breakup models seldom consider the multiple factors
of above effects. Furthermore, the qualitatively with varying degree of cavitation and turbulence has not been established.
These provided the major motivation for the present study.

In present study, a hybrid breakup model was developed to investigate the atomization processes of high-pressure Diesel
sprays. It distinguished between jet primary breakup and droplet secondary breakup. Jet primary breakup, which is the phys-
ical process that leads to the detachment of drops and ligaments from the liquid jet surface, was modeled using the modified
turbulence induced atomization model. Concerning the secondary breakup, high-pressure injection systems lead to high dro-
plet velocities and the competition between K-H instability and Rayleigh-Taylor (R-T) instability is considered. The hybrid
model was added to the KIVA-3V code to simulate high-speed spray evolution. KIVA, a transient, three-dimensional, multi-
phase, multicomponent code for the analysis of chemically reacting flows with sprays has been under development at the
Los Alamos National Laboratory. KIVA-3V used in this study is the 3d version of KIVA. The code uses an Arbitrary
Lagrangian Eulerian methodology on a staggered grid. In addition, KIVA uses an implicit time-advancement with the excep-
tion of the advective terms that are second-order manner. A stochastic particle method is used to model liquid spray, includ-
ing the effects of droplet collisions and aerodynamic breakups. The code allows it for easy modifications for solving a variety of
hydrodynamics problems involving spray atomization, reaction and heat transfer etc. The code has a widespread application
in the automotive industry. In order to validate the new model, the present model was applied to simulate the experiment of
Blessing et al. [29]. Then the numerical study in the effects of injection pressure on spray characteristics were carried out.

2. Mathematical model

Jet primary breakup is the complex physical process that leads to the detachment of drops and ligaments from the con-
tinuous liquid jet. A review of literature clearly reveals that the primary atomization is the result of complex phenomena like
surface wave growth, internal jet turbulence fluctuations and cavitation inside the injection nozzle [19]. Since, none of the
previous theories alone is able to describe the whole spray dynamics, a more accurate breakup model taken into account
much of factors should be presented. In this study, a modified turbulence induced atomization model is given. For the sec-
ondary droplet breakup, the KH-RT model is used. After liquid droplets disintegrate from continuous liquid core, breakup
model should be changed from the primary breakup model to secondary breakup model.

2.1. turbulence induced atomization mode

In the turbulence induced atomization model [17] the jet internal turbulence and gas inertia are thought to be the two
dominant breakup forces, i.e., liquid turbulence and aerodynamic. The turbulent fluctuations in nozzle flow are responsible
of the initial surface waves that grow exponentially by K-H instabilities due to the interaction with surrounding gas.

The length and time scales of surface waves are defined and used to describe the atomization process. The wavelength of
surface instability (L) is assumed to be proportional to the integral length scale of turbulence (L;) which is the dominant
length scale of primary atomization (L, ).

Lye = G L = GoLy, (1)

with C; =2 and G, = 0.5. Huh and Gosman assumed that the atomization length scale was twice the integral length scale of
liquid jet turbulence.

The time scale of atomization 7, is assumed to be the linear sum of the turbulent time scale 7, and the wave growth time
scale t,.

Tas = Topnt + Texpe = C3Te + CaTune 2)

The constants C; and C, have been kept equal to 1.0 and 3.0 respectively [17]. In Eq. (2) Tpn, and Tey are the time
required for the spontaneous growth of instabilities and the time for their exponential growth until they detach as droplets
respectively. The wave growth time scale t,, is provided by K-H instability theory (L, = L,,,) on an infinite plane for an invis-
cid liquid jet.

1
Twe = (3)

Pipg u ¢ _ a
Ly 3

(Pr+pg) (Pr+pglly

The liquid jet average turbulent kinetic K,,; and its dissipation rate &4, at the nozzle exit is calculated using a simple
force balance based on based on the pressure drop along the nozzle downstream length [17].
v < 1

Kalrg:m E—Kc—(]—sz)> (4)
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U1
na,,.g_K,;ﬂ<g—Kt—(l—sz)> (5)

The velocity Uis a liquid velocity at the nozzle exit. L and D are the nozzle length and diameter respectively. The discharge
coefficient, the loss coefficient due to the nozzle entrance sharpness, and the downstream-to-upstream contraction area
ratio of the injection nozzle are represented by c,, K., and s, respectively. K. and K, are model constants whose values
are 0.45 and 0.27 respectively [30].

The turbulent length and time scale are related to the turbulent kinetic energy and its dissipation rate in the injection
holes.

K3;"Z

Lr = Cu ﬂ (6)
Eavg
Kay

T =Ch—= (7)
Eavg

The constant ¢, is equal to 0.009 [17].
Owing to the droplet breakup, the diameter of the parent drop is assumed to decrease continuously with time according
to the following expression:
dr o La¢

;e (8)

The spray cone angle is calculated as:

tano/2 = AL’”L/]T’“ 9)

2.2. Modified turbulence induced atomization model

For high pressure injection systems cavitation may occur in the injectors [31]. Cavitating sprays have characteristics sig-
nificantly different from the non cavitating ones. Cavitation effects injection velocity, droplet size, jet turbulence and liquid
core atomization characteristics [32].

According to M. Blessing's experimental study [29], the cavitating flow inside nozzle hole and the spray hole, as well as
the spray exiting the nozzle was observed. In the cavitation flow, the cavitation bubbles are carried by the flow up to the
spray nozzle exit. Beside hydraulic and aerodynamic forces, the decay of the cavitation bubbles leads by an increase of tur-
bulence to an intensified spray break up in the spray jet exiting the hole. The experimental results indicated that cavitation
has great influence on the micro cone angle of the spray near the nozzle exit.

Recently, several efforts of using more sophisticated numerical approaches have been performed in modeling the detailed
turbulent flow fields in the liquid and gas during the atomization process. Jun Ishimoto et al. [33] computed the two-phase
flows using LES-VOF method in conjunction with the CSF model [33]. According to the analysis, the atomization rate and the
droplets-gas two-phase flow characteristics are found to be dominated by the turbulence fluctuations upstream of the injec-
tor nozzle, hydrodynamics instabilities at the gas-liquid interface, and shear stresses between the continuous liquid core and
peripheral ambient of the jet. The results also reveal that the initial perturbations of the liquid column surface resulting from
initial wave growth are due to a combination of turbulence and relaxation of the velocity profile as the liquid exits from the
nozzle.

A review of the literature clearly shows that the primary atomization is involved with lots of factors, for instance cavita-
tion inside nozzle, interaction between liquid and surrounding gas, internal jet turbulence fluctuations and relaxation of the
velocity profile at nozzle exit, etc. A high-precision breakup model should be taken into account all of them. Hence, present
research focuses on the formulation of the equations to account for four effects mentioned on the primary atomization. The
resulting model should consider the combination of these four factors.

2.2.1. Cavitation induced initial waves

In the present study, the flow in the nozzle is modeled as a quasi-steady, zero-dimensional flow using the method of Sarre
etal. [34]. The flow is divided into cavitating flow, when the fluid pressure at the vena contraction is assumed to be the vapor
pressure, and non-cavitating flow. According to Sarre’s method, the effective flow area A, can be calculated. Then the radius
of an equivalent bubble R, and the atomization length scale L, are given by:

_ lméﬂ, —Agﬂ'
Rcav = T (10)

Leay = zn(rxea = Rcau) (] 1)
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2.2.2. Turbulence fluctuations induced initial waves

In the work of Huh and Gosman [17], the parent drops were assumed to carry homogeneous isotropic turbulence starting
at the injection nozzle exit. Assuming further that no additional internal turbulence is generated, an analytical solution of the
turbulence scale through the use of the well-known k — ¢ turbulence model was obtained. Details of this derivation can refer
to [17,30]. The turbulent length L is calculated by Eq. (6).

2.2.3. Initial waves induced by relaxation of the velocity profile at nozzle exit
According to Blasius solution, the boundary thickness 6 and momentum thickness 0 in laminar flow can be expressed as

d 491
o R . 12
X (Re)'” (12)
0 0664
- 13
X (Re)'” =

Based on the stability analysis of the separated boundary layer carried out by Brennen [35], the frequency of the distur-
bance in the actual flow is represented as
v U
B
f= 2n 0
where 7 (7 =0.175) is non-dimensional frequency, f is the frequency of the disturbance in flow.
Assuming that the magnitude of the wave propagation velocity is equal to flow velocity, the wave length / can be
expressed as
..U 2r
A= =—e-0 s
[t )
When substituting the momentum thickness in laminar and turbulence flow into Eq. (15), the initial surface wave length
at orifice exit is written as

(14)

2n 0.664

SES ey 16
Y ke (16)

Lboundary =
where Re; = Y% L is the nozzle length, Lyundary is initial surface length scale induced by separated boundary layer at orifice
exit.

2.2.4. Kelvin-Helmholtz (KH) instability on infinite length cylinder jet

The growth time scale of surface waves provides by K-H instability theory on an infinite plane for an inviscid liquid jet in
the original turbulence induced atomization model. Due to the different jet shape, the K-H instability theory on an infinite
plane jet is inadequate to the predictions of surface stability of a cylindrical liquid jet in usual D.I. diesel engines.

In present study, the jet breakup is considered a cylindrical liquid jet issuing from a circular orifice into ambient. The sta-
bility of the liquid surface to linear perturbations ultimately leads to a dispersion Equation, which relates the growth rate ¢,
of an initial perturbation of infinitesimal amplitude, to its wave number k. The relationship also includes the physical and
dynamical parameters of the liquid jet and the surrounding gas [36].

; 2 T, (kr) 2kL I (kr) Iy (Lr) ;
(@ +ik-U)* + 20k lé(kf) L ) i:fLr)] (o +ik-U)
ok L =1\ L(kr) Py o (L* =K\ L (kr) Ko(kr)
=t “TH)- (LZ +k2>lu(kf) ' Ekz i b G (22)

where [? = k* + /v, ris the radius of liquid jet,  is liquid kinematic viscosity, I, is the nth order modified Bessel function
of the first kind, and K, is the nth order modified Bessel function of the second kind, U is the relative velocity between gas
and liquid phase. The above dispersion relation can be solved by using Muller’s secant method, which is an iterative process.

The solution of above dispersion relation, which relates the wave growth rate « to the wavenumber k, is complicated by
the fact that the parameter L is still a function of r. It's infeasible for each liquid droplet in spray to solve dispersion relation
by using Muller's secant iterative method, because of the numerous liquid droplets during atomization process. Even if the
Monte Carlo method is adopted, the number of liquid particles still exceeds 10 of the third power.

When the liquid viscosity vanishes, the dispersion relation reduces to the results for an inviscid fluid.

a2 5P Ko(ka) Iyka) ok . R
(0 +ikU)* — @ 7. Ko(ka) Io(ka)“p,az(] IPa?) i

(ka)
(ka)

(23)
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The above Equation can be transformed into the following form, which is quadratic Equation of the wave growth rate .

_p_g'KO(ka)'I:J(ka)) 2, 9; T U_k 2 'I:,(ka) N
(1 e ) + 2 - 6+ 21 - ) ] =0 (24)
For convenience, the analytical solution is expressed as:
—2ikU + \/—4k°U* +C
0=-——— (25)
2A
Where
Py Ko(ka) Iy(ka) Pe Ko(ka) I(ka)
A=1—-8 L. L1428, L, L 2 2
1= Kotka) To(ka) = ' T p, Kafka) To(ka) &)
B ak 2, Ni(ka)
C=4.-A |k +pl7(1—k2a) To(ka) (27)

where o is the root of positive real part («; > 0), wavenumber k = Lfﬁ Liniriat is length scale of initial surface wave. Due to the
simplification in the dispersion relation, it is feasible to get the analytical solution for each droplet using Eq. (24).

2.2.5. Modified turbulence induced atomization model

The surface wave induced by boundary layer relaxation downstream of the orifice exit, cavitation and turbulent fluctu-
ation has a very complex structure (board band spectrum). Therefore, the initial surface wave of liquid jet is a function of
Lyoundary (Using Eq. (16)), L (using Eq. (6)) and Le, (using Eq. (11)), which denote length scale of the initial surface wave
caused by relaxation of the velocity profile, cavitation and turbulent fluctuation respectively.

Using Eq. (24), the time scale of above three kinds of initial surface wave due to aerodynamics will be derived. Hence the
time scale can be expressed as:

7. =f(L) i< (boundary,t,cav) (28)

For the present primary breakup model, the radius of the product drops is formulated with Lyyndary, Lc and L,,. The recip-
rocal of the product drop radius is expressed by the sum of the reciprocals of the length scales associated with the surface
wave induced by relaxation of the velocity profile, cavitation and turbulent fluctuation with the inclusion of the respective
weighting factors as follows:

l = Cbmmdary oyt 9 + Ccuu

LA Lbound ary L! Lca v

The weighting coefficients Cyoundary, Cc and C,, are determined by the kinetic energy ratio of the relaxation of the velocity
profile, cavitation and turbulent fluctuation. L, is the atomization length scale.

Since the weighting coefficients represent degrees of the contributions of a particular physical phenomenon to the overall
one [26], it is logical to assign a unity relation between them as:

Cbaundaly + Cr % Ccaxﬂ =1 (30)

(29)

where

E

o ... — 31
Ebaundary =+ E: + Em v ( )

2
E = (TL—') i = boundary, t,cav (32)

Al

The kinetic energy of the three factors is E;. The time scale of the surface waves is 7,;. The radius of the productdrop r, is
proportional to La.

r,=Ag- Ly (33)

Ap is a model constant which can affect the radius of the product drops. Its value is set equal to 1.0 for the present study.The
size of the unstable drops is allowed to change continuously following the rate Equation

dr _ Lbaundnry L: Lcu v

m - _< Tab % E g TA.mu) (34)
Tab =Tp +A1 - Tup (35)
Tar =Te+hA2 - Tus (36)
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where the time scales associated with the surface wave induced by relaxation of the velocity profile, cavitation and turbulent
fluctuation are t,,5, T, and 1, respectively, which can be calculated according to the above Eqs (35)-(37). A;, A; and A; are
time scale constants, which show the inhibition effect of liquid viscosity on the growth rate of surface waves. In order to
simplify mathematical model, we assume the liquid viscosity have identical influence on the growth rate of surface waves.
Then it is reasonable that three time scale constants are equal, i.e. A, = A, = A; = A. The time scale of initial surface waves is
unknown due to lack of understanding of boundary layer relaxation near orifice exit. The effect of boundary layer relaxation,

which has little influence on jet atomization for high injection pressure situation, is not considered, i.e. L’"‘;‘%’Z =0.0.

The modified turbulence induced atomization model takes into account the effects of the relaxation of the velocity profile,
cavitation and turbulent fluctuation. Therefore, above breakup model can simulate laminar, turbulent and cavitating flow
cases. In this study, we model the breakup processes of fuel jet into droplets using above new breakup model and incorpo-
rate this model into the KIVA 3V code.

3. Model behavior and validation
3.1. Comparison of instability characteristics between an infinite plane and cylindrical jet

A test case was selected to illustrate clearly the effect of jet shape on the development of surface waves. Injection param-
eters, liquid property and ambient conditions are summarized in Table 1.

In Fig. 1 the development characteristics of surface waves based on K-H instability theory on an infinite plane and cylin-
drical jet for an inviscid liquid were compared. Computations were carried-out using Muller’s method at different conditions,
as summarized in Table 1, for different initial surface wave length (ranges from 1.0 pm to 1000.0 pm). The time scale of ini-
tial surface waves were increased when the length of initial surface waves is increased from 0.1 pm to 1.0 mm based on
above two K-H instability theories. However, the time scale of initial surface waves based on K-H instability theory on
an infinite plane jet (the time scale of initial surface waves was between 0.0 s and 0.00009 s, as shown in Fig. 1(a)) was much
larger than that based on K-H instability theory on infinite length cylindrical jet (the time scale of initial surface waves was
between 0.0 s and 0.000026 s, as show in Fig. 1(b)). The results demonstrate that the liquid jet with the same configuration of
the surface waves is much stable when the assumption of infinite plane was used. Therefore, the assumption of liquid cylin-
der jet has a great influence on the instability of surface waves.

Table 1
Test case parameters.
Jet diameter 0.18 mm
Injection velocity 300 m/s
Liquid kinematic viscosity 0.00000595 m?[s
Liquid density 840 kg/m*
Liquid and ambient temperature 293K
Ambient pressure 0.1 MPa
Ambient gas Air
x10* x10*
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(a) Infinite plane jet (b) Infinite length cylindrical jet

Fig. 1. Calculated growth rate of surface waves based on K-H instability theory on different jet shape.
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Fig. 4. Jet diameter effect on jet instability characteristics.

The features of the dispersion Eq. (24) with an assumption of infinite length cylinder inviscid liquid jet were discussed in
detail. Figs. 2-4 showed the variations of the time scale versus surface wave length at different jet velocity, ambient density
and jet diameter. As the jet velocity, ambient density and jet diameter increased (the Reynolds number increases), the time

94



276 Y. Yu et al./Applied Mathematical Modelling 40 (2016) 268-283

Table 2

Experimental conditions [29].
Rail pressure 80 MPa
Injection duration 27 ms
Liquid density 840 kg/m*
Liquid and ambient temperture 293 K
Ambient pressure 0.1 MPa
Ambient gas Air
Conical shaper factor, K 0.0

Fig. 5. Experimental results at 400 us after start of injection (aSOI) [29].
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(a) Internal nozzle flow and spray angle close to nozzle exit [24] (b) Cavitating and turbulent flow at nozzle exit

Fig. 6. Schematic diagram of the spray when the asymmetric spatial distribution of cavitation is considered.

scale of surface waves decreased dramatically. It was evident that the above three factors played a significant role in the evo-
lution of the liquid jet.

3.2. Validation of the modified breakup model

In order to validate the modified model, the present model was applied to simulate the experiment of Blessing et al. [29],
which investigated the cavitating nozzle flow with transparent nozzles in real size geometry under high pressure conditions.
The experiment conditions are listed in Table 2. Details of experiments are in Blessing et al. [29].

In Fig. 5 an image showing the cavitating flow inside the sac hole and the spray hole, as well as the spray exiting the noz-
zle is represented. The liquid fuel flows into the spray hole from the sac hole. The dark areas in the spray hole mark thereby
the cavitating flow outgoing from the edge of the spray hole to the sac hole. The resulting micro cone angle of the spray close
to the nozzle hole exit shows the dependence on cavitation phenomena. According to the experimental results, the spray
angle close to nozzle exit is found to be asymmetric. The cavitating area increases the half spray angle, which is about 7°.
At the non-cavitating side, the half spray angle is about 3°. So the global spray angle near the nozzle exit is 10°.

The regime of internal nozzle flow is a hydraulic flip flow that is partly reattached on the wall (See Fig. 5). Since this kind
of flow is usually asymmetrical, a one-dimensional analysis is not possible. Therefore, the effects of turbulence and cavitation
on the spray evolution have been considered in the modified breakup model using a 3D-dimensional model, the sketch of the
asymmetric internal nozzle flow and spray has been shown as Fig. 6(a). According to the flow characteristics at nozzle exit
(See Fig. 6(b)), the atomization length scale L, (Based on Eq. (30)) at the cavitating flow side should consider the effects of
cavitation, turbulence and boundary layer relaxation. However, at the non-cavitating flow side L, is only a function of
turbulence fluctuations and boundary layer relaxation.

Figs. 7 and 8 show the results of simulation by increasing the constant A in the modified turbulence induced atomization
model, the calculated spray angles decrease gradually. The model constant A is determined by matching the experimental
results. When A=2.8, the simulated global spray angle is same to the experimental data (See Fig. 7) and micro
spray-angle (o= 6.7° and 0= 3.3°) have been obtained. The computed results show that the asymmetrical spray is
reproduced by the modified model.

In the cavitation zone (See Fig. 6), both turbulence fluctuations and cavitation bubbles have significant influence on
atomization. Based on the present modified model, the weighting coefficients of turbulence and cavitation on the overall
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Fig. 9. Model constant A and weighting coefficient.

atomization can be distinguished clearly (See Fig. 9). When constant A is equal to 2.8, the weighting coefficient C; and C., are
approximately 0.495, 0.505 respectively. The results indicate that primary breakup at the initial primary breakup stage is
dominated by cavitation. However, the effects of turbulence on primary breakup are also remarkable. The relation of model
constant A and the time scale of surface waves is graphically displayed in Fig. 10. While keeping A 2.8, the time scale of
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Fig. 11. Experimental and simulated spray shape(t= 1.1 ms ASOI).

turbulence and cavitation is about 2.0e” s, 2.3e® s respectively. It implies that the size of product droplets induced by cav-
itation is much larger than that induced by turbulence.

The computed spray shapes (1.1 ms aSOI) simulated by the present models and experiment are illustrated in Fig. 11 ((a)
Experimental spray shape [29], t = 1.1 ms aSOIl, K = 0.0; (b) Simulated spray shape based on the original turbulence induced
atomization model; (c) Simulated spray shape based on the modified turbulence induced atomization model; (d) A vertical
view of (c)). All simulated sprays consist of a spray core and a mushroom like hat or a certain around the core (See
Fig. 11(b) and (c)). The actual spray looks more like a gradually growing cone with a static cone angle (See Fig. 11(a)).
There is remarkable variation in simulated spray shape with present models. It can be seen that the original turbulence
induced atomization model results in a shorter spray penetration and smaller drops near the spray core than the modified
model. This is a consequence of un-consideration of the coupling effects between cavitation and turbulence. Due to the cav-
itating flow, the decay of the cavitation bubbles leads by an increase of turbulence to an intensified spray breakup in the
spray jet exiting the hole. Therefore, the resulting spray angle is asymmetric. The spray angle at the cavitating flow side
is much larger than that at the other non-cavitating flow side (See Fig. 11(a)). Obviously, the modified model can simulate
this phenomena (See Fig. 11(c) and (d)).

In Fig. 12 the spray tip penetrations from the nozzle exit into the ambient gas based on different models and experiment
are plotted as a function of time. The simulated penetration based on the original turbulence induced atomization model is
much shorter than the experimental results. The modified turbulence induced atomization model results in good spray
shape and penetration at the early stage of injection. Nearly straight lines of the tip penetration curves at the beginning indi-
cate that the tip velocity of the liquid jets remains almost constant. Once the jet is fully converted into droplets, its speed is
subsequently reduced due to greater aerodynamic force and drag. Hence, the penetration curve has a smaller slope at the
later time. In comparison with experiments, the tip penetration is slightly over-predicted with the modified model at the
later time (after about 1.2 ms ASOI). Overall, the computational results show a close agreement with the experimental data.
However, the tip penetration is under-estimated with the original atomization model.

Fig. 13 reveals that the product drop size predicted from the modified turbulence induced atomization model is approx-
imately four times larger than the one from the original model. The main reason is present model take into account the effect
of cavitation. The drop size estimated from present model is consistent with the Huu Phuoc Trinh's results [36].
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Fig. 14. Schematic diagram of the experimental system.

3.3. Effects of injection pressure on spray characteristics

Spray characteristics were investigated in a spray chamber which could be pressurized by filling nitrogen or other inert
gases. The pressure chamber with constant volume allows optical accesses through two circular windows of 100 mm diam-
eter. Fig. 14 shows schematic layout of experimental setup. High speed CCD camera was used to scatter the image with less
than 200 ps. Spray penetrations and angles were measured from macroscopic scattered images.
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Fig. 17. Definition of computational and experimental spray maximum width (Wmax,c and Wmax.e).

The injection pressure was varied from 80 MPa to 160 MPa. SF; gas is filled with the constant volume chamber to simu-
late the high ambient pressure, because of the high density (about 5.3 times higher than nitrogen gas at the atmosphere con-
ditions). In present experiment, the ambient gas temperature was set at room temperature and the ambient pressure was to
be constant 2.0 MPa. Injection nozzle is single nozzle hole. Nozzle hole diameter was 0.18 mm. The nozzle hole L/d was 4.0.
The density of diesel fuel and SF; gas were 843 kg/m® and 6.164 kg/m?>, respectively. The kinetic viscosity of fuel and SFs gas
were 5.952 x 107° m?[s and 2.61 x 10~® m?/s, respectively. The coefficience of surface tension fore was 0.0261 m/s.

In Fig. 15 the spray tip penetration were plotted for the five injection pressure. The tip penetration were compared with
experiments. The results revealed that the present model provided a fairly good agreement with experimental data. There
was tiny underestimation of the spray tip penetration before 1.6 ms after injection. In comparison with experiments, the
tip penetration is slightly over-predicted with the modified model at the later time (after about 1.6 ms ASOI).
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Fig. 19. Experimental and computed spray near angle with different injection pressure.

In Fig. 16 the effect of injection pressure (80 MPa, 100 MPa, 120 MPa, 140 MPa and 160 MPa) on spray shapes were com-
pared. The left side of the images was experimental results, and the computed spray shapes were put at the right side. The
results showed that present atomization model could correctly predict the spray shape and tip penetration. Whereas there
were some of predicted satellite droplets near the nozzle using present model. There were no visible satellite droplets near
the nozzle on experimental spray images. The reason may be that the droplet at the edge of the spray was so small that the
high speed CCD camera couldn’t scatter them. The spray tip penetration was increased with the higher injection pressure. In
order describe the shape of spray better, we create a new spray quantitative parameters called spray maximum width
(Wmax), as seen in Fig. 17.

After measuring the spray field, comparision between computational and experimental spray maximum width under
different injection pressure is made (Fig. 18). As shown in Fig. 18, the spray maximum width has different value
(0.55-0.72 cm) under injection pressure (80-160 MPa) at 1.6 ms ASOI. The comparison of results indicates that there is
no significant difference between computational and experimental spray maximum width.

The effects of the injection pressure on spray near angle (close to the nozzle exit) were presented using present model and
experimental method in Fig. 19. According to calculated results, the spray near angle kept constant during injection and
increased gradually when injection pressure decreased. Hereby the highest spray core angle of approx. 18.2°when injection
pressure was 80 MPa. However, the measured near spray angles were fluctuated remarkably during injection. This can be
attribution to the strong instabilities and fluctuations in the internal flow. The numerical model in present study assumed
the internal flow is one-dimensional and non-transient.

4. Conclusion

A hybrid breakup model to account for the primary and secondary breakup processes of atomization in sprays has been
presented. The turbulence induced atomization model has been modified to model primary atomization. The growth time
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scale of surface waves provides by K-H instability theory on an infinite length cylinder for an inviscid liquid jet in the mod-
ified turbulence induced atomization model, in which the jet internal turbulence and gas inertia are thought to be the two
dominant breakup forces. The turbulent fluctuations in the emerging jet are responsible of the initial surface perturbations
that grow exponentially by K-H instabilities due to the interaction with surrounding gas. The modified turbulence induced
atomization model takes into account the effects of the relaxation of the velocity profile, cavitation and turbulent fluctuation.
Therefore, this new model can simulate laminar, turbulent and cavitating flow cases.

Based on the present modified model, the weighting coefficients of turbulence and cavitation on the overall atomization
can be distinguished clearly. There was remarkable variation in simulated spray shape with present models. It could be seen
that the original turbulence induced atomization model results in a shorter spray penetration and smaller drops near the
spray core than the modified model. When applying the turbulent weighting coefficient C, in the determination of the spray
angle, the resultant value of spray angle gradually drops due to the reduction of C,. However, the spray angle increases with
increasing the cavitation weighting coefficient Cqy.

The computed results show that the asymmetrical spray is reproduced by present hybrid breakup model coupling a
modified turbulence induced atomization model. The original turbulence induced atomization model can’'t simulate the
asymmetrical cases.

From the results of this investigation, the simulated penetration based on the original turbulence induced atomization
model was much shorter than the experimental results. Results revealed that the present model provided a fairly good agree-
ment with experimental data. There was tiny underestimation of the spray tip penetration before early stage after injection.
In comparison with experiments, the tip penetration was slightly over-predicted with the modified model at the later time
(after about 1.6 ms ASOI).

The effect of injection pressure on spray shapes was compared. There were some of predicted satellite droplets near the
nozzle using present model. Whereas few visible satellite droplets near the nozzle could be distinguished on experimental
images. The spray near angle kept constant during injection and increased gradually when injection pressure decreased.
Hereby the highest spray core angle of approx. 18.2° when injection pressure was 80 MPa. However, the measured near
spray angles were fluctuated remarkably during injection.
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